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PROGRESSIVE ENCODING OF AUDIO 

CROSS-REFERENCE TO RELATED 
APPLICATIONS 

This application is a continuation of US. patent applica 
tion Ser. No. 12/895,258, ?led on Sep. 30, 2010, the disclo 
sure of Which is expressly incorporated herein by reference in 
its entirety. 

BACKGROUND 

This speci?cation generally relates to transmitting audio 
data. 
An increasing number of users are utiliZing voice recogni 

tion applications on computing devices. The use of a voice 
recognition application alloWs a user to dictate speech input 
for subsequent processing into text for input to an application 
program. This enables a user to provide input data or com 
mands to an application in a “hands free” mode of operation. 
For example, a user can run a voice search application on a 

mobile phone. The mobile phone can include a microphone 
for audio input and a display device (e.g., a touchscreen) for 
displaying output to the user. The user can speak the topic 
they Would like to search into the microphone (e.g., “Presi 
dents of the United States”). The mobile phone can record the 
audio input stream (the user’s spoken Words). The mobile 
phone can digitiZe the recorded audio input stream. The 
mobile phone can transmit the audio input stream using a 
mobile communication netWork (e.g., a third generation (3G) 
netWork) to a receiver included in a speech recognition server. 
The speech recognition server can further process the 
received audio input stream in order to recogniZe the spoken 
Words. A search engine application can receive the recog 
niZed spoken Words as text input from the speech recognition 
server. The mobile phone can receive the results of the voice 
search from the search engine for display to the user on the 
display device (e.g., information regarding the Presidents of 
the United States, a list of the Presidents of the United States, 
etc.). 

SUMMARY 

According to one innovative aspect of the subject matter 
described in this speci?cation, a user can utiliZe a voice search 
application on a mobile device (e. g., a mobile phone) to 
request information verbally regarding a topic of interest. For 
example, the user is a passenger in a car, driving With their 
spouse, and they are talking about Where to spend time on 
their next vacation. The user Would like information regard 
ing the best beaches in the United States. The user, interacting 
With the voice search application on their mobile phone, 
speaks the Words “best beaches in the United States” into the 
microphone on their mobile phone. The user expects the 
results of the voice search almost immediately. The mobile 
phone can transmit the input speech using a mobile commu 
nications netWork (the same netWork used to place and 
receive phone calls) to a server provided by the mobile com 
munication service provider. The server can recogniZe the 
input speech, run a search engine using the recogniZed speech 
input and provide the search results to the user on their mobile 
phone. The mobile phone can display the search results on the 
display screen of the mobile phone as a list of Web site links 
the user can visit to provide the requested information. HoW 
ever, as the user is traveling in the car the quality and speed of 
the mobile communications netWork can vary affecting the 
time betWeen the spoken Words and the search results. The 
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2 
mobile phone can provide the input speech to the server as a 
series of blocks Where each block provides additional incre 
mental data regarding the input speech. A speech recognition 
application on the server can attempt to recogniZe the input 
speech after receiving each block of data. Once the speech 
recognition application is con?dent it has successfully recog 
niZed the input speech it no longer needs to receive and 
process subsequent data blocks of input speech from the 
mobile phone. Therefore, the user can receive the results of 
the voice search more quickly than if the mobile phone sent 
the entire input speech to the server. 

In general, innovative aspects of the subject matter 
described in this speci?cation may be embodied in methods 
that include the actions of retrieving a digital audio signal, 
processing the digital audio signal to generate a ?rst sub-set of 
data, the ?rst sub-set of data de?ning a ?rst portion of the 
digital audio signal, transmitting the ?rst sub-set of data for 
generation of a reconstructed audio signal, the reconstructed 
audio signal having a ?delity relative to the digital signal, 
processing the digital audio signal to generate a second sub 
set of data and a third sub-set of data, the second sub-set of 
data de?ning a second portion of the digital audio signal and 
comprising data that is different than data of the ?rst sub-set 
of data, and the third sub-set of data de?ning a third portion of 
the digital audio signal and comprising data that is different 
than data of the ?rst and second sub-sets of data, comparing a 
priority of the second sub-set of data to a priority of the third 
sub-set of data, and transmitting, based on the comparing, one 
of the second sub-set of data and the third sub-set of data over 
the netWork for improving the ?delity of the reconstructed 
signal. Other implementations of this aspect include corre 
sponding systems, apparatus, and computer programs, con 
?gured to perform the actions of the methods, encoded on 
computer storage devices. 

These and other implementations may each optionally 
include one or more of the folloWing features. For instance, in 
some implementations, the second sub-set of data includes 
more data than the ?rst sub-set of data; the actions further 
include subsequently transmitting the other of the second 
sub-set of data and the third sub-set of data over the netWork 
for further improving the ?delity of the reconstructed audio 
signal; Wherein the third sub-set of data includes more data 
than each of the second sub-set of data and the ?rst sub-set of 
data; Wherein processing the digital audio signal to generate a 
?rst sub-set of data includes: determining an original sam 
pling rate of the digital audio signal, and doWn-sampling data 
of the digital audio signal at a ?rst sampling rate that is less 
than the original sampling rate to provide the ?rst sub-set of 
data, Wherein processing the digital audio signal to generate a 
second sub-set of data includes: up-sampling data of the ?rst 
sub-set of data at the original sampling rate to provide ?rst 
up-sampled data, subtracting the ?rst up-sampled data from 
data of the digital audio signal to provide ?rst residual data, 
and doWn-sampling the ?rst residual data at a second sam 
pling rate that is greater than the ?rst sampling rate and that is 
less than the original sampling rate to provide the second 
sub-set of data, Wherein processing the digital audio signal to 
generate a third sub-set of data includes: up-sampling data of 
the second sub-set of data at the original sampling rate to 
provide second up-sampled data, and subtracting the second 
up-sampled data from the ?rst residual data to provide second 
residual data, the second residual data de?ning the third sub 
set of data; Wherein processing the digital audio signal to 
generate a ?rst sub-set of data includes: determining a bit 
depth of data of the digital audio signal, and extracting a ?rst 
bit of each sample of the data of the digital audio signal to 
provide ?rst extracted data, the ?rst extracted data de?ning 
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the ?rst sub-set of data and the ?rst bit being determined 
based on the bit-depth, wherein processing the digital audio 
signal to generate a second sub-set of data comprises extract 
ing a second bit of each sample of the data of the data set to 
provide second extracted data, the second extracted data 
de?ning the second sub-set of data and the second bit being 
determined based on the bit-depth; the actions further 
include: receiving a signal, and ceasing processing of the 
digital audio signal to generate sub-sets of data in response to 
receiving the signal, wherein the signal indicates that a ?del 
ity of reconstructed signal is greater than a threshold ?delity; 
and the actions further include compressing the ?rst sub-set 
of data and the one of the second sub-set of data and the third 
sub-set of data. 

In general, other innovative aspects of the subject matter 
described in this speci?cation may be embodied in methods 
that include the actions of receiving a ?rst sub-set of data, the 
?rst sub-set of data having been generated based on a digital 
audio signal, processing the ?rst sub-set of data to generate a 
reconstructed audio signal, the reconstructed signal having a 
?delity relative to the digital audio signal, receiving one of a 
second sub-set of data and a third sub-set of data based on a 
comparison of a priority of the second sub-set of data to a 
priority of the third sub-set of data, the second sub-set of data 
de?ning a second portion of the digital audio signal and 
comprising data that is different than data of the ?rst sub-set 
of data, and the third sub-set of data de?ning a third portion of 
the digital audio signal and comprising data that is different 
than data of the ?rst and second sub-sets of data, and process 
ing the one of the second sub-set of data and third sub-set of 
data to improve the ?delity of the reconstructed audio signal. 
Other implementations of this aspect include corresponding 
systems, apparatus, and computer programs, con?gured to 
perform the actions of the methods, encoded on computer 
storage devices. 

These and other implementations may each optionally 
include one or more of the following features. For instance, in 
some implementations, the second sub-set of data includes 
more data than the ?rst sub-set of data; the actions further 
include: receiving the other of the second sub-set of data and 
the third sub-set of data, and processing the other of the 
second sub-set of data and the third sub-set of data to further 
improve the ?delity of the reconstructed audio signal; the 
third sub-set of data includes more data than each of the 
second sub-set of data and the ?rst sub-set of data; processing 
the ?rst sub-set of data includes up-sampling data of the ?rst 
data sub-set at an original sampling rate of the data set to 
provide ?rst up-sampled data, the reconstructed signal being 
generated based on the ?rst up-sampled data, and the ?rst data 
sub-set having been generated using a ?rst sampling rate that 
is less than the original sampling rate, wherein processing one 
of the second sub-set of data and the third sub-set of data 
comprises up-sampling data of the one of the second sub-set 
of data and the third sub-set of data at the original sampling 
rate to provide second up-sampled data, the second 
up-sampled data being added to the reconstructed audio sig 
nal to improve the ?delity of the reconstructed audio signal, 
and the one of the second sub-set of data and the third sub-set 
of data having been generated using a second sampling rate 
that is less than the original sampling rate and that is greater 
than the ?rst sampling rate, the actions further include: up 
sampling data of the other of the second sub-set of data and 
the third sub-set of data at the original sampling rate to pro 
vide third up-sampled data, and adding the third up-sampled 
data to the reconstructed audio signal to further improve the 
?delity of the reconstructed audio signal; the ?rst sub-set of 
data is generated by extracting a ?rst bit of each sample of 
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4 
data of the digital audio signal to provide ?rst extracted data, 
the ?rst extracted data de?ning the ?rst sub-set of data and the 
?rst bit being determined based on a bit-depth, the second 
sub-set of data is generated by extracting a second bit of each 
sample of data of the digital audio signal to provide second 
extracted data, the second extracted data de?ning the second 
sub-set of data and the second bit being determined based on 
the bit-depth; the actions further include: determining that the 
?delity of the reconstructed audio signal has achieved a 
threshold ?delity, generating a signal, and transmitting the 
signal over a network for ceasing transmission of subsequent 
sub-sets of data; and the actions further include decompress 
ing the ?rst sub-set of data and the one of the second sub-set 
of data and third sub-set of data. 
The details of one or more implementations of the subject 

matter described in this speci?cation are set forth in the 
accompanying drawings and the description below. Other 
potential features, aspects, and advantages of the subject mat 
ter will become apparent from the description, the drawings, 
and the claims. 

BRIEF DESCRIPTION OF THE DRAWINGS 

FIG. 1A is a diagram demonstrating encoding an audio 
input stream as a sequence of data blocks. 

FIG. 1B is a diagram of an exemplary system that includes 
a computing device for transmitting data blocks to a comput 
ing device for receiving data blocks using a network. 

FIG. 2 is a ?owchart of an exemplary process for transmit 
ting data blocks. 

FIG. 3 is a ?owchart of an exemplary process for receiving 
data blocks. 

FIG. 4 is a ?owchart of an exemplary audio encoding 
process using a sample rate with linear interpolation. 

FIG. 5 is a block diagram showing exemplary sample rate 
encoding. 

FIG. 6 is a ?owchart of an exemplary audio decoding 
process using a sample rate with linear interpolation. 

FIG. 7 is a ?owchart of an exemplary audio encoding 
process using bit depth. 

FIG. 8 is a ?owchart of an exemplary audio decoding 
process using bit depth. 

FIG. 9 is a ?owchart of an exemplary audio encoding 
process using linear predictive coding. 

FIG. 10 is a ?owchart of an exemplary audio decoding 
process using linear predictive coding. 

Like reference numbers represent corresponding parts 
throughout. 

DETAILED DESCRIPTION 

A distributed interactive speech application can record an 
audio or audiovisual signal in a ?rst location and transmit it 
for further processing to a second location. In some imple 
mentations, the second location is remote from the ?rst loca 
tion. Each location can be a computing device that includes a 
transmitter and a receiver (or a transceiver). The ?rst location 
can record, digitiZe and then transmit the digitiZed audio 
signal by way of a network to the second location. The second 
location can further process the received audio signal for use 
in one or more applications available at the second location. 
In some implementations, the ?rst location can be a mobile 
computing device that records an audio input stream from a 
user (spoken words). The second location can be an applica 
tion server. The application server can include a speech rec 
ognition application. The mobile computing device can digi 
tiZe and transmit the recorded audio input stream by way of a 
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mobile communication network to the application server. The 
speech recognition application can further process the 
received audio input stream in order to recognize the recorded 
spoken Words. One or more applications on the application 
server can receive the recognized spoken Words as text input 
from the speech recognition application. In some cases, the 
application can interpret the input text as one or more com 
mands for processing by the application. 

The ?rst location can encode the audio input stream before 
transmitting the audio input stream to the second location 
using an audio encoding method. The audio encoding method 
can preserve the quality and bitrate of the audio input stream. 
In some situations, the netWork connection betWeen the ?rst 
location and the second location can have limited bandWidth. 
In some situations, the reliability of the netWork connection 
may be compromised. For example, a user is using a voice 
search application on a mobile phone While riding in a car. 
The overall quality of the mobile communication netWork 
may ?uctuate as the user travels. The user may expect an 
action to be performed Within a particular time after inputting 
the audio input stream (e. g., the user receives the results of the 
voice search). The user may experience a large time delay 
betWeen the entry of the audio input stream (e. g., speaking the 
search terms into the microphone of the mobile computing 
device) and the receipt of the desired response (e.g., the 
results of the voice search displayed on the display device of 
the mobile computing device). The large time delay can be 
due to the poor bandWidth of the netWork connection betWeen 
the mobile phone and a remote server. The encoding of the 
audio input stream at a high quality level and bitrate can also 
add to the time delay as the high quality level and bitrate can 
result in a large amount of data transmitted across the network 
from the mobile phone to the remote server. 

In some implementations, the ?rst location can provide an 
audio encoding method for encoding the audio input stream. 
Encoding can reduce the latency betWeen the input of the 
audio stream to the ?rst location (e.g., speaking into the 
microphone of the mobile computing device) and the receipt 
of the information regarding the audio input stream at the ?rst 
location from the second location (e. g., the results of the voice 
search displayed on the display device of the mobile comput 
ing device). In addition, the audio encoding method can pre 
serve the ?delity of the audio input stream, While transmitting 
the encoded audio data across a variety of netWorks With 
varying bandWidths and quality levels. The audio encoding 
method can encode the audio input stream as a sequence of 
data blocks Where each subsequent data block includes infor 
mation about the audio input stream not present in the previ 
ous data block. In addition, the siZe of each data block (the 
amount of data included in each data block) can increase With 
each subsequent data block. The second location can recon 
struct the entire audio input stream at a loW quality level from 
the ?rst block of encoded audio data. The second location can 
add each subsequent block of encoded audio data to the one or 
more previous blocks of encoded audio data in order to re?ne 
the reconstruction of the audio input stream to have progres 
sively higher ?delity. 

In some implementations, each data block in the sequence 
of data blocks can include a priority. The priority can indicate 
the order of transmission of the data blocks from the ?rst 
location to the second location (e.g., highest priority blocks 
are transmitted ?rst folloWed by the loWer priority blocks). In 
some cases, a data block can include metadata. The metadata 
can assist the speech recognition application in the second 
location With recogniZing the encoded audio input stream. 
For example, metadata can include but is not limited to micro 
phone characteristics, derived noise pro?les, and audio data 
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samples taken before the user began speaking (prologue 
audio). The ?rst location can transmit the data blocks to the 
second location until the speech recognition application 
receives su?icient information to reconstruct the audio input 
stream at a high enough con?dence level in order to provide 
accurate speech recognition. In some situations, the ?rst loca 
tion can transmit data blocks to the second location until there 
are no longer additional data blocks for transmission. In some 
situations, the ?rst location can transmit data blocks to the 
second location until a timer expires, Where the time set for 
the timer is a maximum user-perceived acceptable latency 
time from user speech input until receipt of the results. 

FIG. 1A is a diagram 100 demonstrating encoding an audio 
input stream 102 as a sequence of data blocks 104. An audio 
encoding method can encode the audio input stream 102 as a 
sequence of data blocks 104 Where each subsequent data 
block includes information about the audio input stream 102 
not present in the previous data block. The audio encoding 
method can encode the audio input stream 102 as a sequence 
of data blocks 104 Where n number of data blocks can repre 
sent the complete audio input stream 102. 

FIG. 1B is a diagram of an exemplary system 150 that 
includes a ?rst computing device 152 for transmitting data 
blocks to a second computing device 156 for receiving the 
data blocks using a netWork 154. Referring to FIGS. 1A and 
1B, the ?rst computing device 152 encodes the audio input 
stream 102 as a sequence of data blocks 104. The ?rst com 
puting device 152 sequentially transmits the data blocks 104 
to the second computing device 156 by Way of the netWork 
154. A speech recognition application on the second comput 
ing device 156 reconstructs a portion of the audio input 
stream from a ?rst data block 104a Where the quality level of 
the reconstructed portion of the audio input stream is beloW 
that of the original audio input stream 102. Subsequent data 
blocks in the sequence of data blocks 104 can re?ne the 
reconstructed audio input stream to have progressively higher 
?delity. For example, data block 1041) includes data for the 
audio input stream 102 not included in data block 10411. In 
addition, the siZes of each data block (the amount of data 
included in each data block) can increase With each subse 
quent data block. For example, data block 1041) can include 
more data for the audio input stream 102 than the amount of 
data included in data block 10411. 
The speech recognition application can reconstruct the 

entire audio input stream at a loW quality level from a ?rst 
block of encoded audio data (e.g., data block 104a). The 
speech recognition application can add each subsequent 
block of encoded audio data to the one or more previous 
blocks of encoded audio data in order to re?ne the reconstruc 
tion of the audio input stream to have progressively higher 
?delity. For example, the speech recognition application can 
add data block 1041) to data block 10411. The addition of data 
block 1041) to data block 104a further re?nes data block 10411. 
The speech recognition application can add data block 1040 
to the sum of data block 104a and data block 1041) to further 
re?ne the reconstruction of the audio input stream. In some 
implementations, the second computing device 156 can 
request the transmitting of each additional data block from 
the ?rst computing device 152 until the speech recognition 
application is con?dent is has received su?icient information 
regarding the audio input stream 102 in the data blocks to 
accurately recogniZe the input speech. In some implementa 
tions, the ?rst computing device 152 can transmit the entire 
sequence of data blocks (e.g., data blocks 104) to the second 
computing device 156. In some implementations, the ?rst 
computing device 152 can transmit data blocks to the second 
computing device 156 until a preset amount of time expires. 
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The amount of time can be determined based on a maximum 
user-perceived acceptable latency time from the input of the 
user speech on the ?rst computing device 152 until the receipt 
of the results of the speech recognition application from the 
second computing device 156 by the ?rst computing device 
152. 

In some implementations, the information in one or more 
data blocks in a sequence of data blocks can be metadata. For 
example, the metadata can include but is not limited to micro 
phone characteristics of an input device, derived noise pro 
?les, and prologue audio, which is audio data samples taken 
before the user began speaking. The speech recognition appli 
cation in the second computing device 156 can use the meta 
data to assist in recognizing the encoded audio data provided 
in the additional data blocks transmitted from the ?rst com 
puting device 152. 

In some implementations, each data block in the sequence 
of data blocks 104 can include a priority. The priority can 
indicate the order of transmission of the data block from the 
?rst computing device 152 to the second computing device 
156. The ?rst computing device can transmit the data blocks 
with higher priority before data blocks with lower priority. In 
some implementations, the ?rst computing device 152 may 
encode the audio input stream 102 as a sequence of data 
blocks 104 where the audio encoding method assigns each 
data block a priority as it generates the data blocks. For 
example, the ?rst computing device 152 encodes the audio 
input stream 102 in four data blocks (e. g., data blocks 104a-d, 
where the number of data blocks, n, is equal to four). The 
audio encoding method assigns progressively lower priorities 
to each data block 104a-d as it generates each data block. The 
?rst data block 104a of the encoded audio data can provide a 
low quality outline of the audio input stream. The audio 
encoding method assigns the ?rst data block 10411 the highest 
priority. Each subsequent data block 104b, 1040, 104d pro 
vides additional information not present in the preceding data 
block and is assigned a progressively lower priority (e.g., data 
block 1041) has a higher priority than data block 1040 which 
has a higher priority than data block 104d). The speech rec 
ognition application on the second computing device 156 can 
reconstruct the audio input stream in the order in which the 
second computing device 156 receives the data blocks from 
the ?rst computing device 152. The speech recognition appli 
cation reconstructs the audio input stream at a ?rst quality 
level using data block 104a. Subsequent data blocks 104b, 
1040, 104d provide progressively higher ?delity to the recon 
structed audio input stream of data block 10411. 

In some implementations, the ?rst computing device 152 
may encode the audio input stream 102 as a sequence of data 
blocks 104 where the audio encoding method can generate all 
the data blocks prior to assigning their priority. For example, 
the ?rst computing device 152 encodes the audio input stream 
102 in three data blocks (e.g., data blocks 104a, 1040, and 
104d) where a fourth data block, data block 104b, consists of 
metadata (e. g., audio prologue information). The audio 
encoding method can assign the data blocks 104a-d progres 
sively lower priorities. In the case of metadata blocks, it may 
be necessary to transmit at least one block of encoded audio 
input data prior to transmitting the metadata block, as the 
second computing device 156 may not use the information in 
the metadata block alone to recogniZe the audio input stream. 

FIG. 2 is a ?owchart of an exemplary process 200 for 
transmitting data blocks. For example, referring to FIGS. 1A 
and 1B, the ?rst computing device 152 can perform the pro 
cess 200 in order to encode the input audio stream 102, 
generate data blocks 104, and transmit data blocks 104. The 
process 200 begins by identifying data for encoding (step 

20 

25 

30 

35 

40 

45 

50 

55 

60 

65 

8 
202). For example, the process 200 can identify input audio 
stream 102 as the input audio data for encoding. The process 
200 generates an initial data block based on the data (step 
204). For example, the process 200 can generate data block 
104a based on the encoded input audio stream. The initial 
data block is transmitted (step 206). For example, the ?rst 
computing device 152 can transmit data block 104a using 
network 154 to the second computing device 156. In step 208, 
if additional data blocks can be generated for the data, the 
process 200 generates a subsequent data block based on the 
data and any previous data blocks (step 210). For example, the 
?rst computing device 152 can generate an additional data 
block for the encoded input audio stream (e.g., data block 
1041)). The data in the subsequent data block 1041) can be data 
not previously included in the previous data block 10411. In 
addition, the siZe of the data block 1041) may be larger than the 
siZe ofthe previous data block 10411. The data block 1041) can 
provide additional information to combine with data block 
10411 to provide a higher quality representation of the input 
audio stream. The subsequent data block is transmitted (step 
212). For example, the ?rst computing device 152 can trans 
mit data block 1041) to the second computing device 156. The 
second computing device 156 canuse the data in both the data 
block 104a and the data block 1041) in order to recogniZe the 
speech of the input audio stream. The process 200 continues 
to step 208. If in step 208, additional data blocks are available, 
the process 200 continues to step 210. If in step 208, no 
additional data blocks can be generated for the data, the 
process 200 ends. 

In some implementations, the ?rst computing device 152 
can base the determination for generation of additional data 
blocks (step 208) on the receipt of a request for an additional 
data block from the second computing device 156. For 
example, if a voice recognition application on the second 
computing device 156 can recogniZe the input audio stream 
prior to the ?rst computing device transmitting all available 
data blocks, the second computing device 156 can instruct the 
?rst computing device 152 not to transmit subsequent data 
blocks. In some implementations, the ?rst computing device 
152 can base the determination for generation of additional 
data blocks (step 208) on a timer. If the set time for the timer 
has expired, the process 200 may no longer generate and 
transmit additional data blocks. 

FIG. 3 is a ?owchart of an exemplary process 300 for 
receiving data blocks. For example, referring to FIGS. 1A and 
1B, the second computing device 156 canperform the process 
3 00 in order to receive, decode and reconstruct the input audio 
stream 102 for use in a voice recognition application. The 
process 300 begins by receiving a data block (step 302). For 
example, the ?rst computing device 152 using network 154 
transmits data block 10411 to the second computing device 
156, which receives the data block 10411. The process 300 
decodes the data block to reconstruct the signal (step 304). 
For example, the second computing device 156 decodes data 
block 10411 to reconstruct a low quality version of the input 
audio stream 102. In step 306, if additional data blocks are 
available, the process 300 receives a subsequent data block 
(step 308). For example, the second computing device 156 
receives data block 1041). The process 300 decodes the sub 
sequent data block (step 310). For example, the second com 
puting device 156 decodes the data block 1041). The process 
300 adds the data from the subsequent data block to the 
reconstructed signal (step 312). This results in an update of 
the reconstructed signal where the subsequent data block 
provides additional data regarding the original input audio 
stream. For example, the decoded data from data block 1041) 
is added to the decoded data from data block 104a resulting in 
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an updated reconstructed signal that includes the additional 
data provided by data block 1041) to provide a higher quality 
version of the input audio stream 102. 

In some implementations, step 304 of the process 300 can 
provide a loW quality version of the input audio stream as an 
initial reconstructed signal to a voice recognition application. 
If the voice recognition application can recogniZe the speech 
from the reconstructed signal, the second computing device 
156 can inform the ?rst computing device 152 that successful 
recognition has occurred. The ?rst computing device 152 
may no longer provide subsequent data blocks to the second 
computing device 156. In some implementations, step 312 of 
the process 300 can provide a version of the reconstructed 
signal to a voice recognition application. If the voice recog 
nition application can recogniZe the speech from the version 
of the reconstructed signal provided by step 312, the second 
computing device 156 can inform the ?rst computing device 
152 that successful recognition has occurred. The ?rst com 
puting device 152 may no longer provide additional subse 
quent data blocks to the second computing device 156. If the 
voice recognition application cannot recogniZe the speech 
from the version of the reconstructed signal provided by step 
312, the process 300 can continue by receiving a subsequent 
data block. Step 312 of the process 300 can add data from 
each subsequent data block received to the version of the 
reconstructed signal creating a progressively higher quality 
version of the reconstructed signal for input to the voice 
recognition application. The voice recognition application 
can receive each version of the reconstructed signal and if 
successful recognition occurs, sub sequent data may no longer 
be needed from the ?rst computing device 152. 

In some implementations, the second computing device 
156 can decide to no longer request or receive additional data 
blocks from the ?rst computing device 152. This second 
computing device 156 can base this decision on a timer. For 
example, a set time for a timer can be based on the acceptable 
latency time betWeen receipt of the ?rst data block by the 
second computing device 156 and transmission of the results 
requested by the speech of the input audio stream 102 by the 
second computing device 156. In such cases, the voice rec 
ognition application provides the best possible recognition of 
the provided reconstructed signal, Where the provided recon 
structed signal may be at a loWer quality level than the origi 
nal input audio stream 102. 

FIG. 4 is a ?owchart of an exemplary audio encoding 
process 400 using a sample rate With linear interpolation. For 
example, referring to FIGS. 1A and 1B, the ?rst computing 
device 152 can perform the process 400 in order to encode the 
input audio stream 102, generate the data blocks 104, and 
transmit the data blocks 104. 

FIG. 5 is a block diagram shoWing exemplary sample rate 
encoding 500. For example, referring to FIG. 1B, the ?rst 
computing device 152 can perform the exemplary sample rate 
encoding 500. 

Referring to FIGS. 1A, 1B, 4 and 5, the process 400 begins 
by determining the sample rate of the original data (402). For 
example, the ?rst computing device 152 determines that the 
sample rate of the original audio input stream 102 is 16 kHZ. 
In general, and to account for the Nyquist frequency, an audio 
signal sampled at 16 kHZ contains data at frequencies from 
0-8 kHZ. The process 400 sub-samples the original data at a 
?rst fraction of the sample rate (404). The sub-sampled rate 
for the data is less than the original sample rate for the data. In 
some implementations, the ?rst computing device 152 deter 
mines the fraction of the sample rate based on the number of 
sub-samples of the original data needed to reproduce all of the 
original data. In addition, the ?rst computing device 152 can 
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select the fraction of the sample rate such that the resultant 
sub-sample rate is a multiple of the original sample rate for 
the audio input stream. For example, the ?rst fraction is 1A and 
the original sample rate for the audio input stream 102 is 16 
kHZ. The ?rst computing device 152 sub-samples (doWn 
samples) the audio input stream 102 at one-quarter of the 
sample rate of the original data (sub-sample at 4 kHZ (504)) 
obtaining one-quarter of the original audio input stream 102 
(the data in the audio input stream at 2 kHZ or less in the 
original 16 kHZ audio input stream 102; i.e., 1A of the 8 kHZ 
Nyquist frequency). This results in the approximate siZe of 
the sub-sampled data being 25% of the siZe of the original 
data. In some implementations, the sub-sampling process can 
involve the use of a doWn-sampling anti-aliasing ?lter to 
eliminate artifacts from occurring in the sub-sampled audio 
signal. 
The process 400 generates an initial data blockbased on the 

sub-sampled data (406). For example, the ?rst computing 
device 152 generates data block 10411 that includes the 
encoded sub-sampled data (data sampled at 4 kHZ from the 
original 16 kHZ audio input stream 102). This results in the 
siZe of the data block 104a being approximately 25% of the 
siZe of the original data. The process 400 compresses the 
initial data block (408). In some implementations, the ?rst 
computing device 152 can compress the data in the data block 
104a using one of many available lossless data compression 
techniques. The lossless data compression techniques can 
include but are not limited to Huffman coding, Rice coding, 
free lossless audio codec (FLAG), and linear prediction (or 
linear predictive coding (LPC)). In some implementations, 
the ?rst computing device 152 may digitally represent the 
uncompressed data using raW pulse-code modulation (PCM) 
(e.g., a sequence of numbers). The process 400 transmits the 
initial data block (410). For example, the ?rst computing 
device 152 transmits data block 10411 to the second comput 
ing device 156 using the netWork 154. 
The process 400 up-samples the initial data block from the 

?rst fraction of the sample rate to the original sample rate to 
generate initial up-sampled data at the original sample rate 
(412). For example, the ?rst computing device 152 decom 
presses the data in data block 104a and up-samples the data 
from 4 kHZ to 16 kHZ (510) producing initial up-sampled data 
512 at a 16 kHZ rate that includes data in only one-quarter of 
the signal (data at 2 kHZ or less). The initial up-sampled data 
512 is subtracted from the original data (514) to produce a 
?rst loW entropy residual signal that includes ?rst residual 
data 516 at the frequency rate of the original audio input 
stream (414). For example, the ?rst computing device 152 
subtracts the initial up-sampled data 512 (the up-sampled 
signal at 16 kHZ that includes data in only one-quarter of the 
signal (data at 2 kHZ and beloW)) from the original audio 
input stream 102 With a sampling rate of 16 kHZ. The resultant 
?rst loW entropy residual signal includes ?rst residual data 
516 in three-quarters of the 16 kHZ signal (data at frequencies 
betWeen 2 kHZ and 8 kHZ). 
The process 400 sub-samples the ?rst residual data at a 

second fraction of the sample rate (416). The ?rst computing 
device 152 can select the second fraction of the sample rate to 
provide additional data for the original audio input stream not 
provided by the sub-sampling of the original audio input 
stream at the ?rst fraction of the sample rate. For example, the 
second fraction is 1/2 and the original sample rate for the audio 
input stream 102 is 16 kHZ. The ?rst computing device 152 
sub-samples the ?rst residual data at one-half of the sample 
rate of the original data (sub-sample at 8 kHZ (518)) obtaining 
one-half of the ?rst residual data (data at 4 kHZ or beloW; i.e., 
1/2 of the 8 kHZ Nyquist frequency of the original audio input 
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stream). The obtained one-half of the ?rst residual data 
includes one-quarter of the data from the original audio input 
stream 102 (the data in the audio input stream from 2 kHZ to 
4 kHZ as the data at 2 kHZ and beloW Was subtracted from the 
original audio input stream 102 to produce the ?rst loW 
entropy residual data.) This results in the approximate siZe of 
the sub-sampled data being 25% of the siZe of the original 
data. In some implementations, the sub-sampling process can 
involve the use of a doWn-sampling anti-aliasing ?lter to 
eliminate artifacts from occurring in the sub-sampled audio 
signal. 
The process 400 generates an intermediate data block 

based on the sub-sampled ?rst residual data (418). For 
example, the ?rst computing device 152 generates data block 
1041) that includes the encoded sub-sampled ?rst residual 
data (data sampled at 4 kHZ from the original 16 kHZ audio 
input stream 102 that includes data from 2 kHZ to 4 kHZ). This 
results in the siZe of the data block 104a being approximately 
25% of the siZe of the original data. The process 400 com 
presses the intermediate data block (420) using any of the 
previously described lossless data compression techniques. 
In some implementations, the ?rst computing device may 
digitally represent the uncompressed data using raW PCM. 
The process 400 transmits the intermediate data block (422). 
For example, the ?rst computing device 152 transmits data 
block 1041) to the second computing device 156 using the 
netWork 154. 

The process 400 up-samples the intermediate data block 
from the second fraction of the sample rate to the original 
sample rate to generate intermediate up-sampled data at the 
original sample rate (424). For example, the ?rst computing 
device 152 decompresses the data in data block 104b and 
up-samples the data in the data block 1041) from 8 kHZ to 16 
kHZ (522) producing intermediate up-sampled data 524 at a 
1 6 kHZ rate that includes data in only one-quarter of the signal 
(data from 2 kHZ to 4 kHZ). The intermediate up-sampled data 
524 is subtracted from the ?rst residual data (526) to produce 
a second loW entropy residual signal that includes remaining 
residual data 528 at the frequency rate of the original audio 
input stream (426). For example, the ?rst computing device 
152 subtracts the intermediate up-sampled data 524 (the up 
sampled signal at 16 kHZ that includes data in only one 
quarter of the signal (data betWeen 2 kHZ and 4 kHZ)) from 
the ?rst residual data 526 (a data signal at 16 kHZ that includes 
residual data above 2 kHZ) resulting in remaining residual 
data 528. The remaining residual data 528 is included in a data 
signal at 16 kHZ, Where the residual data is in the signal at 
frequencies above 4 kHZ. 

The process 400 generates a ?nal data block based on the 
remaining residual data (428). For example, the ?rst comput 
ing device 152 generates data block 1040 that includes the 
remaining residual data 528. This results in the siZe of the data 
block 1040 being approximately 50% of the siZe of the origi 
nal data. The process 400 compresses the ?nal data block 
(430). In some implementations, the ?rst computing device 
152 can compress the data in the data block 1040 using one of 
many available lossless data compression techniques previ 
ously described. In some implementations, the ?rst comput 
ing device may digitally represent the uncompressed data 
using raW PCM. The process 400 transmits the ?nal data 
block (432). For example, the ?rst computing device 152 
transmits data block 1040 to the second computing device 156 
using the netWork 154. The process 400 ends. 

In some implementations, the ?rst computing device 152 
can compress the sub-sampled data included in the data 
blocks using a lossy compression technique (e.g., Joint Pho 
tographic Experts Group (JPEG) compression). The lossy 
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compression technique selected should preserve the phase 
information of the original audio input stream data. Preserv 
ing the phase information of the data can prevent the residual 
data signal (generated by subtracting the up-sampled data 
(up-sampled from the sub-sampled data) from the original 
data) from having a large magnitude and high entropy. A lossy 
compression technique can be used for compressing the sub 
sampled data Without the loss of any of the original audio 
input stream data due to the computation and transmission of 
residual data. For example, referring to FIG. 4, the process 
400 can compress a data block using a lossy compression 
technique. The data block prior to compression includes data 
from the original audio input stream at and beloW a particular 
frequency. When compressing the data block data using a 
lossy compression technique, some of the data in the original 
audio input stream at and beloW the selected frequency may 
be lost (not included) in the compression. The process 400 
further decompresses and up-samples the data block to the 
original sample rate to generate up-sampled data. The up 
sampled data Will include only the data previously com 
pressed and none of the lost data. The up-sampled data is then 
subtracted from the original audio input stream data resulting 
in residual data that includes data above the selected fre 
quency and the data at and beloW the selected frequency that 
Was lost in the previous compression. The lost data can then 
be included in the next data block, Which may or may not be 
compressed. For example, referring to FIG. 5, the initial data 
block 104a and the intermediate data block 1041) can be 
compressed using a lossy compression technique. Any data 
lo st by the lossy compressions can be present in the remaining 
residual data 528 that can be transmitted uncompressed or 
compressed using a lossless compression technique before 
transmission. The lossless compression of the remaining 
residual data or not compressing the remaining residual data 
can ensure the transmission of any data lost from previous 
lossy compression techniques for previously transmitted data 
blocks. 

Referring to the example process 400 in FIG. 4 and refer 
ring to FIG. 1B, the ?rst computing device 152 generates and 
transmits the encoded audio input stream using three data 
blocks. Other implementations of the process 400 may gen 
erate and transmit a different number of data blocks. The 
number of data blocks generated can depend on one or more 
factors that can include but are limited to the sampling rate of 
the original audio input stream, the selected sub-sampling 
rate of the original audio input stream, the bandWidth of the 
netWork connection betWeen the transmitting device and the 
receiving device, and the latency time required for receipt of 
the results of the audio input stream. In some implementa 
tions, the transmitted data blocks can be a combination of 
compressed and uncompressed data blocks Where the com 
pression techniques can be a combination of lossy and loss 
less techniques. 

FIG. 6 is a ?owchart of an exemplary audio decoding 
process 600 using a sample rate With linear interpolation. For 
example, referring to FIGS. 1A and 1B, the second comput 
ing device 156 can perform the process 600 in order to receive 
the data blocks 104, decode the data blocks 104, and recon 
struct the input audio stream 102. 

Referring to FIGS. 1A, 1B, 4 and 6, the process 600 begins 
by receiving the initial data block (602). The initial data block 
can include sub-sampled data. For example, the ?rst comput 
ing device 152 transmits data block 104a using the netWork 
154 to the second computing device 156. The process 600 
decompresses the initial data block (604). For example, as 
previously described, the ?rst computing device 152 can 
compress the data in the data block 104a using one of many 
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available lossy or lossless data compression techniques. In 
some implementations, the ?rst computing device 152 may 
not compress the data in the data block 10411. The second 
computing device 156 can decompress the data block 10411. 
The process 600 then up-samples the decompressed data of 
the initial data block from the ?rst fraction of the sample rate 
to the original sample rate (606). For example, the second 
computing device 156 up-samples the data in the data block 
10411 from the 4 kHZ sub-sampling rate to the 16 kHZ original 
sample rate producing initial up-sampled data at a 16 kHZ rate 
that includes data in only one-quarter of the signal (data at 2 
kHZ or less). The initial up-sampled data at the original 
sample rate is used as the initial reconstructed signal (608). 
The initial reconstructed signal can be a loW sample rate 
version of the original audio input stream. 

The process 600 receives the intermediate data block 
(610). The intermediate data block can include sub-sampled 
data. For example, the ?rst computing device 152 transmits 
data block 1041) using the netWork 154 to the second com 
puting device 156. The process 600 decompresses the inter 
mediate data block (612). For example, as previously 
described, the ?rst computing device 152 can compress the 
data in the data block 1041) using one of many available lossy 
or lossless data compression techniques. In some implemen 
tations, the ?rst computing device 152 may not compress the 
data in the data block 1041). The second computing device 156 
can decompress the data block 1041). The process 600 then 
up-samples the decompressed data of the intermediate data 
block from the second fraction of the sample rate to the 
original sample rate (614). For example, the second comput 
ing device 156 up-samples the data in the data block 1041) 
from the 8 kHz sub-sampling rate to the 16 kHz original 
sample rate producing intermediate up-sampled data at a 16 
kHZ rate that includes data in only one-quarter of the signal 
(data from 2 kHZ to 4 kHZ) as the intermediate data block is a 
sub-sample of the ?rst residual data. In some implementa 
tions, When lossy compression techniques are used, data may 
be included at frequencies beloW 2 kHZ. The process 600 adds 
the intermediate up-sampled data to the initial reconstructed 
signal to produce an intermediate reconstructed signal (616). 
The intermediate reconstructed signal can be an intermediate 
sample rate version of the original audio input stream. For 
example, the intermediate reconstructed signal includes data 
at frequencies of 8 kHZ and beloW from the original 16 kHZ 
audio input stream 102 (effectively half of the original audio 
input stream). 

The process 600 receives the ?nal data block (618). The 
?nal data block can include the remaining residual data not 
included in previous data blocks. For example, the ?rst com 
puting device 152 transmits data block 1040 using the net 
Work 154 to the second computing device 156. The process 
600 decompresses the ?nal data block (620). For example, as 
previously described, the ?rst computing device 152 can 
compress the data in the data block 1040 using one of many 
available lossy or lossless data compression techniques. In 
some implementations, the ?rst computing device 152 may 
not compress the data in the data block 1040. The second 
computing device 156 can decompress the data block 1040. 
The process 600 adds the decompressed residual data from 
the ?nal data block to the intermediate reconstructed signal to 
produce a ?nal reconstructed signal (622). The ?nal recon 
structed signal represents the original audio input stream 102. 
The process 600 ends. 

FIG. 7 is a ?owchart of an exemplary audio encoding 
process 700 using bit depth. For example, and referring to 
FIGS. 1A and 1B, the ?rst computing device 152 can perform 
the process 400 in order to encode the input audio stream 102, 
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generate the data blocks 104, and transmit the data blocks 
104. The ?rst computing device 152 can digitally record the 
input audio stream 102 resulting in multiple samples each 
having a speci?c bit depth representing the set of digital audio 
data for the audio input stream. The bit depth for each sample 
describes the number of bits of information recorded for each 
sample and directly corresponds to the resolution of each 
sample in the set of digital audio data. 

Referring to FIGS. 1A, 1B and 7, the process 700 begins by 
setting an index i equal to one (702). The process 700 deter 
mines the bit depth N of the original data (704). For example, 
the process 700 determines the bit depth of the set of digital 
audio data for the audio input stream. The digital audio data 
comprises a series of samples Where each sample is N bits. In 
some implementations, the ?rst computing device 152 can 
digitiZe and encode the audio input stream 102 using an N bit 
linear PCM encoding technique. The process 700 extracts bit 
N-i of each sample (706). For example, When index i equals 
one, the process 700 extracts the most signi?cant bit of each 
N bit sample. The process 700 generates a data block that 
includes the extracted bit for each N bit sample (708). The 
process 700 transmits the data block (710). For example, the 
?rst computing device 152 can transmit the data block (e. g., 
data block 104a) using netWork 154 to the second computing 
device 156. If the index i is not equal to the bit depth N (712), 
bits of each N bit sample remain to be extracted and trans 
mitted in a data block to the second computing device 156 by 
the process 700. The process 700 determines if an additional 
data block should be generated and transmitted (714). If it is 
determined that an additional data block should be generated 
and transmitted, the process 700 increments the index i by one 
(716). The process then continues at 706. If it is determined 
that an additional data block should not be generated and 
transmitted (714), the process 700 ends. If the index i is equal 
to the bit depthN (712), all bits of each N bit sample have been 
extracted and transmitted in a data block to the second com 
puting device 156 by the process 700. The process 700 ends. 

In some implementations, the process 700 may determine 
that there is no longer a need to generate and transmit any 
further data blocks (714). For example, the second computing 
device 156 can inform the ?rst computing device 152 that a 
voice recognition application has recogniZed the input audio 
stream from the data included in the data blocks already 
received by the second computing device 156 and no further 
data blocks are required in order to perform the voice recog 
nition. 
The process 700 encodes each block of data for the set of 

digital audio data for the audio input stream beginning With 
the most signi?cant bit (N —1) of each N bit sample compris 
ing the ?rst block of data, the next most signi?cant bit (N —2) 
of each N bit sample comprising the second block of data, 
proceeding until the last block of data comprised of the least 
signi?cant bit (N-NIO) of each N bit sample. The process 
700 can encode the data blocks directly as raW bits of data. 
The siZe of each data block is l/Nth the siZe of the original set 
of digital audio data for the audio input stream. 

In some implementations, the audio input stream signal 
exhibits more energy (has more data present) at the loWer 
frequency components of the signal as compared to the higher 
frequency components of the signal. As the frequency of the 
signal for the audio input stream increases, the numerical 
value for the digital representation of the signal for the sample 
also increases. Stated another Way, higher frequency infor 
mation is represented by a larger N bit value. As such, the 
exemplary audio encoding process 700 can include digital 
data in the ?rst feW data blocks (Where higher frequency 
components of the audio input stream signal are represented 
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in the ?rst few most signi?cant bits of each N bit sample) that 
can consist oflong runs of“0”s or “1”s. 

In some implementations, the audio input stream signal has 
a maximum amplitude that is lower than the recording equip 
ment is capable of detecting. In this case, the digital repre 
sentation of the audio input stream signal can include bits that 
may always be equal to Zero, as the signal for those bits is 
undetected. In addition, a linear sixteen-bit encoding tech 
nique used for the digitiZation of the audio input stream signal 
can be chosen appropriately to avoid sign alternation. The 
choice of this particular type of linear sixteen-bit encoding 
can also contribute to the number of bits of the digitiZed audio 
input stream that may always be equal to Zero. 

In some of the implementations described, the digital data 
included in a data block can consist of long runs of “0”s or 
“1”s or may include bits that are always equal to Zero. In these 
cases, the use of run length encoding for the digital data 
included in a data block can further reduce the siZe of the data 
block. For example, a reduced data block siZe can utiliZe less 
memory space on both the ?rst computing device 152 and the 
second computing device 156. In addition, the ?rst comput 
ing device 152 transmits less data to the second computing 
device 156 resulting in reduced latency. 

In some implementations, the transmitter (e.g., ?rst com 
puting device 152) can digitiZe and encode the audio input 
stream signal using a logarithmic encoding technique (e.g., a 
u-law algorithm). The use of a logarithmic encoding tech 
nique can reduce the dynamic range of the audio input stream 
signal. In general, the use of a logarithmic encoding technique 
may require fewer bits in order to represent the audio input 
stream signal resulting in fewer bits transmitted from the 
transmitter (e.g., ?rst computing device 152) to the receiver 
(e. g., second computing device 156) while maintaining simi 
lar ?delity as compared to the original audio input stream 
signal. 

FIG. 8 is a ?owchart of an exemplary audio decoding 
process 800 using bit depth. For example, and referring to 
FIGS. 1A and 1B, the second computing device 156 can 
perform the process 800 in order to receive the data blocks 
104, decode the data blocks 104, and reconstruct the input 
audio stream 102. 

Referring to FIGS. 1A, 1B, 7 and 8, the process 800 begins 
by setting an index i equal to one (802). The data block is 
received (804). For example, the ?rst computing device 152 
uses the process 700 to generate, encode and transmit data 
block 104a using network 154. The second computing device 
156 receives the data block 10411. The process 800 recon 
structs the residual data signal based on bit N-i of each 
sample included in the data block (806). For example, the bit 
depth of the original data is equal to N. When the index i is 
equal to one, the data in the data block 10411 is the most 
signi?cant bit of each N bit sample. The process 800 recon 
structs a ?rst residual data signal based on the most signi?cant 
bit of each N bit sample included in data block 10411. If the 
index i is equal to one (808), the process 800 checks if there 
are additional data blocks for receipt (814). If it is determined 
that an additional data block is not available for receipt (814), 
the process 800 ends. If it is determined that an additional data 
block is available for receipt (814), the process 800 incre 
ments the index i by one (816). For example, the index i is now 
equal to two. The process 800 then continues and receives the 
next data block (804). The process 800 reconstructs the 
residual data signal based on bit N-i of each sample included 
in the data block (806). For example, the ?rst computing 
device 152 transmits data block 1041) that includes the N-2 
bit (where the most signi?cant bit is the N-l bit) of each N bit 
sample. The process 800 receives data block 1041). The pro 
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cess 800 reconstructs a second residual data signal based on 
the N-2 bit of each N bit sample included in data block 1041). 
The index i is not equal to one (808). The process 800 adds the 
reconstructed residual data signal to the previous recon 
structed data signal (810). The result is an updated recon 
structed data signal that includes residual data based on the bit 
depth of the original input audio stream. For example, the 
process 800 adds the second reconstructed data signal to the 
?rst reconstructed data signal producing an updated recon 
structed signal that is of a higher ?delity than the previous 
reconstructed signal as it includes an additional bit of data for 
each N bit sample. The process 800 checks if the index i is 
equal to the number of bits N in each sample (812). If the 
index i is not equal to the number of bits N in each sample, the 
process 800 checks if there are additional data blocks for 
receipt (814). If it is determined that an additional data block 
is available for receipt (814), the process 800 increments the 
index i by one (816). The process continues to receive the next 
data block (804). If it is determined an additional data block 
is not available for receipt (814), the process 800 ends. If the 
index i is equal to the number of bits N in each sample (812), 
the process 800 ends. 
The processes 700 and 800 can be considered in the context 

of an audio signal transmission framework that produces 
progressively higher ?delity residual signals. A receiver (e. g., 
second computing device 156 in FIG. 1B) receives residual 
signals generated and transmitted by a transmitter (e.g., ?rst 
computing device 152). The receiver uses the residual signals 
to reconstruct a progressively higher ?delity signal. For 
example, the process 700 ?rst generates and transmits the ?rst 
data block, which includes data for the most signi?cant bit of 
each N bit sample at a base residual signal ?delity. The pro 
cess 800 receives the ?rst data block and reconstructs the base 
residual signal. The next data block transmitted includes the 
data for the next most signi?cant bit (N-2) of each N bit 
sample. The receiver reconstructs the residual signal and adds 
it to the base signal, generating a higher ?delity residual 
signal. The receiver generates and transmits each of the sub 
sequent data blocks sequentially. The receiver receives the 
data blocks and sequentially reconstructs the audio input 
stream by adding each data block in sequence producing a 
progressively higher ?delity signal as each data block is 
added to the previously reconstructed signal. The receiver 
reconstructs each N bit sample of the audio input stream 
signal on a bit by bit basis, from the most signi?cant bit to the 
least signi?cant bit, resulting in a progressively higher ?delity 
reconstructed signal. 

In some implementations, an audio signal transmission 
framework can combine the audio encoding process 400 
using a sample rate with linear interpolation with the audio 
encoding process 700 using bit depth. A transmitter can gen 
erate a ?rst data block that has a low sample rate and bit depth. 
For example, referring to FIGS. 1A and 1B, ?rst computing 
device 152 can determine the sample rate of the original audio 
input stream 102 is 16 kHZ. The ?rst computing device 152 
can sub-sample the audio input at a fraction of the sample rate 
(1/4 of the sample rate resulting in a 4 kHZ sub-sample rate). 
The ?rst computing device 152 can determine the bit depth N 
of the original audio input stream 102. The ?rst computing 
device 152 can extract the most signi?cant bit (the N-l bit) 
for each N bit sample in the sub-sampled data to generate a 
residual data signal in data block 104a where the ?rst com 
puting device 152 can additionally compress the data in the 
data block 10411. The transmitter can generate a subsequent 
data block at the sub-sample rate that can increase the bit 
depth of the reconstructed residual data signal generated by 
the receiver. For example, the ?rst computing device 152 
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generates, compresses and transmits the N-2 bit of each N bit 
sample at the 4 kHZ sub-sample rate. Alternatively, the trans 
mitter can generate a subsequent data block at a higher sub 
sample rate and the same bit depth that can increase the 
sample rate of the reconstructed residual data signal gener 
ated by the receiver. For example, the ?rst computing device 
152 generates, compresses and transmits the most signi?cant 
bit (the N-l bit) of each N bit sample at an 8 kHZ sub-sample 
rate. The transmitter can alternate betWeen transmitting data 
blocks that can either increase the bit depth of the recon 
structed residual data signal or increase the sample rate of the 
reconstructed residual data signal until the sample rate and bit 
depth of the reconstructed data signal equal the sample rate 
and bit depth of the original audio input stream. The trans 
mitter can pre-determine the order in Which to increase the 
sample rate and bit depths in order to maximiZe the incremen 
tal recognition accuracy achieved by each residual data signal 
produced by the receiver using each successive block of com 
pressed residual data transmitted. In some implementations, 
the order in Which the blocks are transmitted can be based on 
a priority level assigned to each block. 

FIG. 9 is a ?owchart of an exemplary audio encoding 
process 900 using linear predictive coding (LPC). LPC rep 
resents the spectral envelope of digital audio data in a com 
pressed format using a linear predictive model. The linear 
predictive model uses a linear function (a predictor) that 
includes one or more previous values of a time series signal 
and one or more estimated predictor coef?cients to predict 
(estimate) the next value of the time series signal. The pre 
dicted next value of the time series signal is the output of the 
predictor. An error term associated With the output forms 
another time series signal called the error residual. The com 
plexity of the predictor can vary based on the amount of time 
it looks back in the input audio signal (the number of previous 
values of the time series signal used), the number of predictor 
coef?cients used, and the complexity of the predictor coef? 
cients. For example, a higher order predictor can use a higher 
order polynomial or other non-linear method. 

The process 900 can use LPC to encode an initial block of 
digital audio data generated from the original audio input 
stream. For the initial encoded block of data, the process 900 
can transmit information that describes the predictor (e. g., the 
set of predictor coef?cients) used in the LPC of the original 
audio signal and a residual signal. The residual signal is the 
difference betWeen the output of the predictor and the original 
audio input stream. 
A ?rst data block generated by the process 900 provides a 

?rst pass encoding of the audio input stream using a base LPC 
encoding technique. In some implementations, the process 
900 can use alternative LPC encoding techniques to encode 
the residual data from the previous data blocks to generate 
subsequent data blocks. The predictor for the alternative LPC 
encoding technique can be more complex as compared to the 
predictor for the base LPC encoding technique. For example, 
an alternative LPC encoding technique can use a larger num 
ber of predictor coef?cients (e.g., a longer prediction ?lter) 
than the base LPC encoding technique. For example, the 
alternative LPC encoding technique can implement a higher 
order predictor that uses a higher degree time series expan 
sion of the audio input stream using, for example, higher 
order polynomials and other additional non-linear mappings. 
The process 900 can use progressively higher order predictors 
in the alternative LPC technique used to generate each sub 
sequent data block to encode the residual data of the previous 
data block as each data block progressively decreases in siZe. 

For example, and referring to FIGS. 1A, 1B and 9, the ?rst 
computing device 152 can perform the process 900 in order to 
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encode the input audio stream 102, generate the data blocks 
104, and transmit the data blocks 104. The process 900 begins 
by generating an initial data block using an initial LPC tech 
nique based on a ?rst number of predictor coef?cients (902). 
For example, the ?rst computing device 152 generates data 
block 104a using the initial LPC technique on the audio input 
stream 102. The initial LPC technique uses tWo predictor 
coef?cients (looks back tWo samples into the audio input 
stream 102). The data block 104a includes the tWo predictor 
coef?cients used in the LPC of the audio input stream 102 and 
an initial residual data signal. The initial residual data signal 
is the difference betWeen the output of the predictor used in 
the initial LPC and the audio input stream 102. 

The process 900 transmits the initial data block (904). For 
example, the ?rst computing device 152 transmits data block 
10411 to the second computing device 156 using the netWork 
154. The process 900 determines if an additional data block 
can be generated and transmitted (906). If it is determined that 
an additional data block should not be generated and trans 
mitted (906), the process 900 ends. If it is determined that an 
additional data block can be generated and transmitted (906), 
the process 900 continues at 907. If it is determined that the 
current data block is not the ?nal data block (907), the process 
900 continues at 908. The process 900 generates a subsequent 
data block using an alternative LPC technique on the data in 
the previous data block (908). The alternative LPC technique 
uses a larger number of predictor coef?cients than the initial 
LPC technique. For example, the ?rst computing device 152 
generates data block 1041) using an alternative LPC technique 
on the initial residual data signal included in the previous data 
block 10411. The alternative LPC technique uses four predic 
tor coef?cients (looks back four samples into the residual data 
of data block 104a). The data block 1041) includes the four 
predictor coef?cients used in the LPC of the initial residual 
data signal and a second residual data signal. The second 
residual data signal is the difference betWeen the output of the 
predictor used in the alternative LPC and the original audio 
input stream 102. The process 900 transmits the subsequent 
data block (910). 

If it is determined that the current data block is the ?nal data 
block (907), the process 900 continues at 912 Where the 
residual data is encoded. For example, the ?nal data block 
includes the raW remaining residual data Without the use of 
LPC. The ?rst computing device 152 can determine the 
remaining residual data signal by subtracting the residual data 
signal from each of the previous data blocks from the original 
audio input stream 102 resulting in the remaining residual 
data. In some implementations, the ?nal data block can be 
compressed using one of the lossless compression encoding 
schemes previously described (e.g., a Huffman encoding or 
Rice encoding). The process 900 transmits the subsequent (in 
this case the ?nal) data block (910). If it is determined that 
there are no additional data blocks (906), the process 900 
ends. 

In some implementations, the ?rst computing device 152 
can base the determination for generation of additional data 
blocks (906) on the receipt of a request for an additional data 
block from the second computing device 156. For example, if 
a voice recognition application on the second computing 
device 156 can recogniZe the input audio stream prior to the 
?rst computing device 152 transmitting all of the possible 
data blocks, the second computing device 156 can instruct the 
?rst computing device 152 not to transmit subsequent data 
blocks. In some implementations, the ?rst computing device 
152 can base the determination for generation of additional 
















