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GENERATING PROSODIC CONTOURS FOR 
SYNTHESIZED SPEECH 

TECHNICAL FIELD 

This instant speci?cation relates to synthesizing speech 
from text using prosodic contours. 

BACKGROUND 

Prosody makes human speech natural, intelligible and 
expressive. Human speech uses prosody in such varied com 
municative acts as indicating syntactic attachment, topic 
structure, discourse structure, focus, indirect speech acts, 
information status, tum-taking behaviors, as Well as paralin 
guistic qualities such as emotion, and sarcasm. The use of 
prosodic variation to enhance or augment the communication 
of lexical items is so ubiquitous in speech, human listeners are 
often unaWare of its effects. That is, until a speech synthesis 
system fails to produce speech With a reasonable approxima 
tion of human prosody. Prosodic abnormalities not only nega 
tively impact the naturalness of the synthesized speech, but as 
prosodic variation is tied to such basic tasks as syntactic 
attachment and indication of contrast, ?outing prosodic 
norms can lead to degradations of intelligibility. To make 
synthesized speech as poWerful a communication tool as 
human speech, synthesized speech should at least endeavor to 
approach human-like prosodic assignment. 

SUMMARY 

In general, this document describes synthesizing speech 
from text using prosodic contours. In a ?rst aspect, a com 
puter-implemented method includes receiving text to be syn 
thesized as a spoken utterance. The method further includes 
analyzing the received text to determine attributes of the 
received text. The method further includes selecting one or 
more candidate utterances from a database of stored utter 
ances based on a comparison betWeen the determined 
attributes of the received text and corresponding attributes of 
text representing the stored utterances. The method further 
includes determining, for each candidate utterance, a distance 
betWeen a contour of the candidate utterance and a hypotheti 
cal contour of the spoken utterance to be synthesized, the 
determination based on a model that relates distances 
betWeen pairs of contours of the stored utterances to relation 
ships betWeen attributes of text for the pairs. The method 
further includes selecting a ?nal candidate utterance having a 
contour With a closest distance to the hypothetical contour. 
The method further includes generating a contour for the text 
to be synthesized based on the contour of the ?nal candidate 
utterance. 

Implementations can include any, all, or none of the fol 
loWing features. The relationships betWeen attributes of text 
for the pairs can include an edit distance betWeen each of the 
pairs. The method can include selecting a plurality of ?nal 
candidate utterances having distances that satisfy a threshold 
and generating the contour for the text to be synthesizedbased 
on a combination of the contours of the plurality of ?nal 
candidate utterances. The method can include selecting k 
?nal candidate utterances having the closest distances and 
generating the contour for the text to be synthesized based on 
a combination of the contours of the k ?nal candidate utter 
ances, Wherein k represents a positive integer. The k ?nal 
candidate utterances can be combined by averaging the con 
tours of the k ?nal candidate utterances. The method can 
include rescaling and Warping the contour generated from the 
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2 
combination to match the received text to be synthesized as 
the spoken utterance. The determined attributes of the 
received text can include an aggregate attribute. The aggre 
gate attribute can include a number of stressed syllables in the 
received text. The method can include aligning the generated 
contour With the received text to be synthesized. The method 
can include outputting the received text to be synthesized 
With the aligned generated contour to a text-to-speech engine 
for speech synthesis. Aligning the generated contour can 
include rescaling an unstressed portion of the generated con 
tour to a longer or a shorter length. Aligning the generated 
contour can include removing an unstressed portion from the 
generated contour. Aligning the generated contour can 
include adding an unstressed portion to the generated contour. 
The determined attributes of the received text can include an 
indication of Whether or not the received text begins With a 
stressed portion. The determined attributes of the received 
text can include an indication of Whether or not the received 
text ends With a stressed portion. Selecting the one or more 
candidate utterances can include selecting utterances from 
the database that can have lexical stress patterns that substan 
tially match lexical stress patterns of the received text. The 
lexical stress patterns can include exact lexical stress patterns 
or canonical lexical stress patterns. 

In a second aspect, a computer-implemented method 
includes receiving speech utterances encoded in audio data 
and a transcript having text representing the speech utter 
ances. The method further includes extracting contours from 
the utterances. The method further includes extracting 
attributes for text associated With the utterances. The method 
further includes determining distances betWeen attributes for 
pairs of utterances. The method further includes determining 
distances betWeen contours for the pairs of utterances. The 
method further includes generating a model based on the 
determined distances for the attributes and the contours, the 
model adapted to estimate a distance betWeen a determined 
contour for a received utterance and an unknoWn contour for 
a synthesized utterance When given a distance betWeen 
attributes for text associated With the received utterance and 
the synthesized utterance. The method further includes stor 
ing the model in a computer-readable memory device. 

Implementations can include any, all, or none of the fol 
loWing features. The method can include modifying the 
extracted contours at a time previous to determining the dis 
tances betWeen the extracted contours. Extracting the con 
tours from the utterances can include generating for each 
contour time-value pairs that each include a measurement of 
a contour value and a time at Which the contour value occurs. 
The extracted contours can include fundamental frequencies, 
pitches, energy measurements, gain measurements, duration 
measurements, intensity measurements, measurements of 
rate of speech, or spectral tilt measurements. The extracted 
attributes can include exact stress patterns, canonical stress 
patterns, parts of speech, phone representations, phoneme 
representations, or indications of declaration versus question 
versus exclamation. The method can include aligning the 
utterances in the audio data With text from the transcripts that 
represents the utterances to determine Which speech utter 
ances can be associated With Which text. Generating the 
model can include mapping the distances betWeen the 
attributes for pairs of utterances to the distances betWeen the 
contours for the pairs of utterances so as to determine a 
relationship betWeen the distances associated With the 
attributes and the distances associated With the contours for 
pairs of utterances. Extracting the attributes for the text can 
include comparing the text to an outside reference to deter 
mine the attributes. The distances betWeen the contours can 



US 8,321,225 B1 
3 

be calculated using a root mean square difference calculation. 
The distances betWeen the attributes can be calculated using 
an edit distance. The model can be created using a linear 
regression of the distances betWeen the contours and the 
distances betWeen the transcripts. The model can be created 
using only pairs of contours that can be aligned to one 
another. The method can include selecting pairs of utterances 
for use in determining distances based on Whether the utter 
ances can have canonical stress patterns that match. The 
method can include creating multiple models, including the 
model, Where each of the models has a different canonical 
stress pattern. Modifying the contours can include normaliZ 
ing times in the time and value pairs to a predetermined 
length. Modifying the contours can include normalizing val 
ues in the time and values pairs using a Z-score normalization. 
The method can include selecting, based on estimated dis 
tances betWeen a plurality of determined contours and an 
unknoWn contour of text to be synthesiZed, a ?nal determined 
contour associated With a smallest distance. The method can 
include generating a contour for the text to be synthesiZed 
using the ?nal determined contour. The method can include 
outputting the generated contour and the text to be synthe 
siZed to a speech-to-text engine for speech synthesis. 

In a third aspect, a computer-implemented system includes 
one or more computers having an interface to receive text to 
be synthesiZed as a spoken utterance. The system further 
includes a text analyZer to analyZe the received text to deter 
mine attributes of the received text. The system further 
includes a candidate identi?er to select one or more candidate 
utterances from a database of stored utterances based on a 
comparison betWeen the determined attributes of the received 
text and corresponding attributes of text representing the 
stored utterances. The system further includes means for 
determining a distance betWeen a contour of a candidate 
utterance and a hypothetical contour of the spoken utterance 
to be synthesiZed, the determination based on a model that 
relates distances betWeen pairs of contours of the stored utter 
ances to distances betWeen attributes of text for the pairs and 
selecting a ?nal candidate utterance having a contour With a 
closest distance to the hypothetical contour. The system fur 
ther includes a contour aligner to generate a contour for the 
text to be synthesiZed based on the contour of the ?nal can 
didate utterance. 

In a fourth aspect, a computer-implemented system 
includes one or more computers having an interface to receive 
speech utterances encoded in audio data and a transcript 
having text representing the speech utterances. The system 
further includes a contour extractor to extract contours from 
the utterances. The system further includes a transcript ana 
lyZer to extract attributes for text associated With the utter 
ances. The system further includes an attribute comparer to 
determine distances betWeen attributes for pairs of utterances. 
The system further includes a contour comparer to determine 
distances betWeen contours for the pairs of utterances. The 
system further includes means for generating a model based 
on the determined distances for the attributes and the con 
tours, the model adapted to estimate a distance betWeen a 
determined contour for a received utterance and an unknoWn 
contour for a synthesiZed utterance When given a distance 
betWeen attributes for text associated With the received utter 
ance and the synthesiZed utterance. The system further 
includes a computer-readable memory device associated With 
the one or more computers to store the model. 

The systems and techniques described here may provide 
one or more of the folloWing advantages. First, a system can 
provide improved prosody for text-to-speech synthesis. Sec 
ond, a system can provide a Wider range of candidate contours 
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4 
from Which to select a prosody for use in text-to-speech 
synthesis. Third, a system can provide improved or mini 
miZed processor usage during identi?cation of candidate con 
tours and/or selection of a ?nal contour from the candidate 
contours. Fourth, a system can predict or estimate hoW accu 
rate a stored contour represents a text to be synthesiZed by 
using a model that takes as input a comparison betWeen 
lexical attributes of the text and a transcript of the contour. 
The details of one or more embodiments are set forth in the 

accompanying draWings and the description beloW. Other 
features and advantages Will be apparent from the description 
and draWings, and from the claims. 

DESCRIPTION OF DRAWINGS 

FIG. 1 is a schematic diagram shoWing an example of a 
system that selects a contour for use in text-to-speech synthe 
sis. 

FIG. 2 is a block diagram shoWing an example of a model 
generator system. 

FIG. 3 is an example of a table for storing transcript analy 
sis information. 

FIG. 4 is a block diagram shoWing an example of a text 
alignment system. 

FIGS. 5A-C are examples of contour graphs shoWing 
alignment of a contour to a different lexical stress pattern. 

FIG. 6 is a How chart shoWing an example of a process for 
generating models. 

FIG. 7 is a How chart shoWing an example of a process for 
selecting and aligning a contour. 

FIG. 8 is a schematic diagram shoWing an example of a 
computing system that can be used in connection With com 
puter-implemented methods and systems described in this 
document. 

Like reference symbols in the various draWings indicate 
like elements. 

DETAILED DESCRIPTION 

This document describes systems and techniques for mak 
ing synthesiZed speech sound more natural by assigning 
prosody (e.g., stress and intonation patterns of an utterance) 
to the synthesiZed speech. In some implementations, prosody 
is assigned by storing naturally occurring contours (e.g., fun 
damental frequencies f0) extracted from human speech, 
selecting a best naturally occurring contour at speech synthe 
sis time, and aligning the selected contour to the text that is 
being synthesiZed. 

In some implementations, the contour is selected by esti 
mating a distance, or a calculated difference, betWeen con 
tours based on differences betWeen features of text associated 
With the contours. A model for estimating these distances can 
be generated by analyZing audio data and corresponding tran 
scripts of the audio data. The model can then be used at 
run-time to estimate a distance betWeen stored contours and a 
hypothetical contour for text to be synthesiZed. 

In some implementations, the distance estimate betWeen a 
stored contour and an unknoWn contour is based on compar 
ing attributes of the text to be synthesiZed With attributes of 
text associated With the stored contours. Based on the dis 
tance betWeen the attributes, the model can generate an esti 
mate betWeen the stored contours associated With the text and 
the hypothetical contour. The contour With the smallest esti 
mated distance can be selected and used to generate a contour 
for the text to be synthesiZed. 

In some implementations, the results comparing the 
attributes can be something other than an edit distance. In 
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some implementations, measurement of differences betWeen 
some attributes may not translate easily to an edit distance. 
For example, the text may include a ?nal punctuation from 
each utterance. Some utterances may end With a period, some 
may end With a question mark, some may end With a comma, 
and some may end With no punctuation at all. The edit dis 
tance betWeen a comma and a period in this example may not 
be intuitive or may not accurately represent the differences 
betWeen an utterance ending in a comma or period versus an 

utterance ending in a question mark. In this case, the list of 
possible end punctuation can be used as an enumerated list. 
Distances betWeen pairs of contours can be associated With a 
particular pairing of end punctuation, such as period and 
comma, question mark and period, or comma and no end 
punctuation. 

In general, the process determines for each candidate utter 
ance, a distance betWeen a contour of the candidate utterance 
and a hypothetical contour of the spoken utterance to be 
synthesiZed. The determination is based on the model that 
relates distances betWeen pairs of contours of the stored utter 
ances to relationships betWeen attributes of text for the pairs, 
such as an edit distance betWeen attributes of the pairs or an 
enumeration of pairs of attribute values. This process is 
described in detail beloW. 

FIG. 1 is a schematic diagram shoWing an example of a 
system 100 that selects a contour for use in text-to-speech 
synthesis. The system 100 includes a speech synthesis system 
102, a text alignment system 104, a database 106, and a model 
generator system 108. The contour selection begins With the 
model generator system 108 generating one or more models 
110 to be used in the contour selection process. In some 
implementations, the models 110 can be generated at “design 
time” or “offline.” For example, the models 110 can be gen 
erated at any time before a request to perform a text-to-speech 
synthesis is received. 
The model generator system 108 receives audio, such as 

audio data 112, and one or more transcripts 114 correspond 
ing to the audio data 112. The model generator system 108 
analyZes the transcripts 114 to determine one or more 
attributes 116 of the language elements in each of the tran 
scripts 114. For example, the model generator system 108 can 
perform lexical lookups to determine sequences of parts-of 
speech (e.g., noun, verb, preposition, adjective, etc.) for sen 
tences or phrases in the transcripts 114. The model generator 
system 108 can perform a lookup to determine stress patterns 
(e.g., primary stress, secondary stress, or unstressed) of syl 
lables, phonemes, or other units of language in the transcripts 
114. The model generator system 108 can determine other 
attributes, such as Whether sentences in the transcripts 114 are 
declarations, questions, or exclamations. The model genera 
tor system 108 can determine a phone or phoneme represen 
tation of the Words in the transcripts 114. 

The model generator system 108 extracts one or more 
contours 118 from the audio data 112. In some implementa 
tions, the contours 118 include time-value pairs that represent 
the pitch or fundamental frequency of a portion of the audio 
data 112 at a particular time. In some implementations, the 
contours 118 include other time-value pairs, such as energy, 
duration, speaking rate, intensity, or spectral tilt. 

The model generator system 108 includes a model genera 
tor 120. The model generator 120 generates the models 110 
by determining a relationship betWeen differences in the con 
tours 118 and differences in the transcripts 114. For example, 
the model generator system 108 can determine a root mean 
square difference (RMSD) betWeen pitch values in pairs of 
the contours 118 and an edit distance betWeen one or more 

attributes of corresponding pairs of the transcripts 114. The 
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6 
model generator 120 performs a linear regression on the 
differences betWeen the pairs of the contours 118 and the 
corresponding pairs of the transcripts 114 to determine a 
model or relationship betWeen the differences in the contours 
118 and the differences in the transcripts 114. 
The model generator system 108 stores the attributes 116, 

the contours 118, and the models 110 in the database 106. In 
some implementations, the model generator system 108 also 
stores the audio data 112 and the transcripts 114 in the data 
base 106. The relationships represented by the models 110 
can later be used to estimate a difference betWeen one or more 
of the contours 118 and an unknoWn contour of a text 122 to 
be synthesiZed. The estimate is based on differences betWeen 
the attributes 116 of the contours 118 and attributes of the text 
122. 
The text alignment system 104 receives the text 122 to be 

synthesiZed. The text alignment system 104 analyZes the text 
to determine one or more attributes of the text 122. At least 
one attribute of the text 122 corresponds to one of the 
attributes 116 of the transcripts 114. 

For example, the attribute can be an exact lexical stress 
pattern or a canonical lexical stress pattern. A canonical lexi 
cal stress pattern includes an aggregate or simpli?ed repre 
sentation of a corresponding complete or exact lexical stress 
pattern. For example, a canonical lexical stress pattern can 
include a total number of stressed elements in a text or tran 
script, an indication of a ?rst stress in the text or transcript, 
and/or an indication of a last stress in the text or transcript. 
The text alignment system 104 includes a contour selector 

124. The contour selector 124 sends a request 126 for contour 
candidates to the database 106. The database 106 may reside 
at the text alignment system 104 or at another system, such as 
the model generator system 108. 
The request 126 includes a query for contours associated 

With one or more of the transcripts 114 Where the transcripts 
1 14 have an attribute that matches the attribute of the text 122. 
For example, the contour selector 124 can request contours 
having a canonical lexical stress pattern attribute that matches 
the canonical lexical stress pattern attribute of the text 122. In 
another example, the contour selector 124 can request con 
tours having an exact lexical stress pattern attribute that 
matches the exact lexical stress pattern attribute of the text 
122. 

In some implementations, multiple types of attribute val 
ues from the text 122 can be queried from the attributes 116. 
For example, the contour selector 124 can make a ?rst request 
for candidate contours using a ?rst attribute value of the text 
122 (e.g., the canonical lexical stress pattern). If the set of 
results from the ?rst request is too large (e.g., above a prede 
termined threshold number of results), then the contour selec 
tor 124 can re?ne the query using a second attribute value of 
the text 122 (e.g., the exact lexical stress pattern, parts-of 
speech sequence, or declaration vs. question vs. exclama 
tion). Alternatively, if the set of results from a ?rst request is 
too small (e.g., beloW a predetermined threshold number of 
results), then the contour selector 124 can broaden the query 
(e.g., sWitch from exact lexical stress pattern to canonical 
lexical stress pattern). 
The database 106 provides the search results to the text 

alignment system 104 as candidate information 128. In some 
implementations, the candidate information 128 includes a 
set of the contours 118 to be used as prosody candidates for 
the text 122. The candidate information 128 can also include 
at least one of the attributes 116 for each of the candidate 
contours and at least one of the models 110. 

In some implementations, the identi?ed model is created 
by the model generator system 108 using the subset of the 
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contours 118 (e.g., the candidate contours) having associated 
transcripts With attributes that match one another. As a result 
of the query, the attributes of the candidate contours also 
match the attribute of the text 122. In some implementations, 
the candidate contours have the property that they can be 
aligned to one another and to the text 122. For example, the 
attributes of the candidate contours and the text 122 either 
have matching exact lexical stress patterns or matching 
canonical lexical stress patterns, such that a correspondence 
can be made betWeen at least the stressed elements of the 
candidate contours and the text 122 as Well as and the par 
ticular stress of the ?rst and last elements. 

The contour selector 124 calculates an edit distance 
betWeen the attributes of the text 122 and the attributes of each 
of the candidate contours. The contour selector 124 uses the 
identi?ed model and the calculated edit distances to estimate 
RMSDs betWeen an as yet unknown contour of the text 122 
and the candidate contours. The candidate contour having the 
smallest RMSD is selected as the prosody contour for use in 
the speech synthesis of the text 122. The contour selector 124 
provides the text 122 and the selected contour to a contour 
aligner 130. 

The contour aligner 130 aligns the selected contour onto 
the text 122. For example, Where a canonical lexical stress 
pattern is used to identify candidate contours, the selected 
contour may have a different number of unstressed elements 
than the text 122. The contour aligner 130 can expand or 
contract an existing region of unstressed elements in the 
selected contour to match the unstressed elements in the text 
122. The contour aligner 130 can add a region of one or more 
unstressed elements Within a region of stressed elements in 
the selected contour to match the unstressed elements in the 
text 122. The contour aligner 130 can remove a region of one 
or more unstressed elements Within a region of stressed ele 
ments in the selected contour to match the unstressed ele 
ments in the text 122. 

The contour aligner 130 provides the text 122 and an 
aligned contour 132 to the speech synthesis system 102. The 
speech synthesis system includes a text-to-speech engine 
(TTS) 134 that processes the aligned contour 132 and the text 
122. The TTS 134 uses the prosody from the aligned contour 
132 to output the synthesiZed text as speech 136. 

FIG. 2 is a block diagram shoWing an example of a model 
generator system 200. The model generator system 200 
includes an interface 202 for receiving audio, such as audio 
data 204, and one or more transcripts 206 of the audio data 
204. The model generator system 200 also includes a tran 
script analyZer 208. The transcript analyZer 208 uses to a 
lexical dictionary 210 to identify one or more attributes 212 in 
the transcripts 206, such as part-of-speech attributes and lexi 
cal stress pattern attributes. 

In one example, a ?rst transcript may include the text 
“Let’s go to dinner” and a second transcript may include the 
text “Let’s eat breakfast.” The ?rst transcript has a parts-of 
speech sequence including “verb-pronoun-verb-preposition 
noun” and the second transcript has a parts-of-speech 
sequence including “verb-pronoun-verb-noun.” In some 
implementations, the parts-of-speech attributes can be 
retrieved from the lexical dictionary 210 by looking up the 
corresponding Words from the transcripts 206 in the lexical 
dictionary 210. In some implementations, the contexts of 
other Words in the transcripts 206 are used to resolve ambi 
guities in the parts-of-speech. 

In another example of identi?ed attributes, the transcript 
analyZer 208 can use the lexical dictionary to identify a lexi 
cal stress pattern for each of the transcripts 206. For example, 
the ?rst transcript has a stress pattern of “stressed-stressed 
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unstressed-stres sed-unstressed” and the second transcript has 
a stress pattern of “stressed-stressed-stressed-unstressed.” In 
some implementations, a more restrictive stress pattern can 

be used, such as by separately considering primary stress and 
secondary stress. In some implementations, a less restrictive 
lexical stress pattern can be used, such as the canonical lexical 
stress pattern. For example, the ?rst and second transcripts 
both have a canonical lexical stress pattern of three total 
stressed elements, a stressed ?rst element, and an unstressed 
last element. 
The transcript analyZer 208 outputs the attributes 212, for 

example to a storage device such as the database 106. The 
transcript analyZer 208 also provides the attributes to an 
attribute comparer 214. The attribute comparer 214 deter 
mines attribute differences betWeen transcripts that have 
matching lexical stress patterns (e.g., exact or canonical) and 
provides the attribute differences to a model generator 216. 
For example, the attribute comparer 214 identi?es the tran 
script “Let’ s go to dinner” and “Let’ s eat breakfast” as having 
matching canonical lexical stress patterns. 

In some implementations, the attribute comparer 214 cal 
culates the attribute difference as the edit distance betWeen 
attributes of the transcripts. For example, the attribute com 
parer 214 can calculate the edit distance betWeen the parts 
of-speech attributes as one (e.g., one can arrive at the parts 
of-speech in the ?rst transcript by a single insertion of a 
preposition in the second transcript). In some implementa 
tions, a more restrictive set of speech parts can be used, such 
as transitive verbs versus intransitive verbs. In some imple 
mentations, a less restrictive set of speech parts can be used, 
such as by combining pronouns and nouns into a single part 
of-speech category. 

In some implementations, edit distances betWeen other 
attributes can be calculated, such as an edit distance betWeen 
stress pattern attributes. The stress pattern edit distance 
betWeen the ?rst and second transcripts is one (e.g., one can 
arrive at the exact lexical stress pattern of the second tran 
script by a single insertion of an unstressed element in the ?rst 
transcript). 

In some implementations, an attribute other than lexical 
stress can used to match comparisons of transcript attributes, 
such as parts-of-speech. In some implementations, all tran 
scripts can be compared, a random sample of transcripts can 
be compared, and/ or most frequently used transcripts can be 
compared. 
The model generator system 200 includes a contour extrac 

tor 218. The contour extractor 218 receives the audio data 204 
through the interface 202. The contour extractor 218 pro 
cesses the audio data 204 to extract one or more contours 220 

corresponding to each of the transcripts 206. In some imple 
mentations, the contours 220 include time-value pairs of the 
fundamental frequency or pitch at various time locations in 
the audio data 204. For example, the time can be measured in 
seconds from the beginning of a particular audio data and the 
frequency can be measured in Hertz (HZ). 

In some implementations, the contour extractor 218 nor 
maliZes the length of each of the contours 220 to a predeter 
mined length, such as a unit length or one second. In some 
implementations, the contour extractor 218 normaliZes the 
values in the time-value pairs. For example, the contour 
extractor 218 can use Z-score normaliZation to normaliZe the 

frequency values for a particular speaker. The contour’s mean 
frequency is subtracted from each of its individual frequency 
values and each result is divided by the standard deviation of 
the frequency values of the contour. In some implementa 
tions, the mean and standard deviation of a speaker may be 
applied to multiple contours using Z-score normalization. The 
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means and standard deviations used in the Z-score normaliza 
tion can be stored and used later to de-normaliZe the contours. 

The contour extractor 218 stores the contours 220 in a 

storage device, such as the database 106, and provides the 
contours 220 to a contour comparer 222. The contour com 

parer 222 calculates differences betWeen the contours. For 
example, the contour comparer 222 can calculate a RMSD 
betWeen each pair of contours Where the contours have asso 
ciated transcripts With matching lexical stress patterns (e.g., 
exact or canonical). In some implementations, all contours 
can be compared, a random sample of contours can be com 
pared, and/or most frequently used contours can be com 
pared. For example, the following equation can be used to 
calculate the RMSD betWeen a pair of contours (Contourl, 
Contour2), Where each contour has a particular value at a 
given time (t). 

The contour comparer 222 provides the contour differ 
ences to the model generator 216. The model generator 216 
uses the sets of corresponding transcript differences and con 
tour differences having associated matching lexical stress 
patterns to generate one or more models 224. For example, 
the model generator 216 can perform a linear regression for 
each set of contour differences and transcript differences to 
determine an equation that estimates contour differences 
based on attribute differences for a particular lexical stress 
pattern. 

In some implementations, the RMSD betWeen tWo con 
tours may not be symmetric. For example, When the canonical 
lexical stress patterns match but the exact lexical stress pat 
terns do not match then the RMSD may not be the same in 
both directions. In the case Where spans of unstressed ele 
ments are added or removed, the RMSD betWeen the contours 
is asymmetric. Where the RMSD is not symmetric, the dis 
tance betWeen a pair of contours can be calculated as a com 

bination or a sum of the RMSD from the ?rst (Contour’) to the 
second (Contour2) and the RMSD from the second (Con 
tour2) to the ?rst (Contourl). For example, the folloWing 
equation can be used to calculate the RMSD betWeen a pair of 
contours, Where each contour has a particular value at a given 
time (t) and the RMSD is asymmetric. 

The model generator 216 stores the models 224 in a storage 
device, such as the database 106. In some implementations, 
the model generator system 200 stores the audio data 204 and 
the transcripts 206 in a storage device, such as the database 
106, in addition to the attributes 212 and other prosody data. 
The attributes 212 are later used, for example, at runtime to 
identify prosody candidates from the contours 220. The mod 
els 224 are used to select a particular one of the candidate 
contours on Which to align a text to be synthesiZed. 

Prosody information stored by the model generator system 
200 can be stored in a device internal to the model generator 
system 200 or external to the model generator system 200, 
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10 
such as a system accessible by a data communications net 
Work. While shoWn here as a single system, operations per 
formed by the model generator system 200 can be distributed 
across multiple systems. For example, a ?rst system can 
process transcripts, a second system can process audio data, 
and a third system can generate models. In another example, 
a ?rst set of transcripts, audio data, and/or models can be 
performed at a ?rst system While a second set of transcripts, 
audio data, and/or models can be performed at a second 
system. 

FIG. 3 is an example of a table 300 for storing transcript 
analysis information. The table 300 includes a ?rst transcript 
having the Words “Let’s go to dinner” and a second transcript 
having the Words “Let’s eat breakfast.” As previously 
described, a module such as the transcript analyZer 208 can 
determine exact lexical stress patterns “1 1 0 1 0” and “1 1 1 
0” (Where “1” corresponds to stressed and “0” corresponds to 
unstressed), and/or canonical lexical stress patterns “3 1 0” 
and “3 1 0” for the ?rst and second transcripts, respectively. 
The transcript analyZer 208 can also determine the parts-of 
speech sequences “transitive verb (TV), pronoun (PN), 
intransitive verb (IV), preposition (P), noun (N),” and “tran 
sitive verb (TV), pronoun (PN), verb (V), noun (N )” for the 
Words in the ?rst and second transcripts, respectively. The 
table 300 can include other attributes determined by analysis 
of the transcripts as Well as data including the time-value pairs 
representing the contours. 

FIG. 4 is a block diagram shoWing an example of a text 
alignment system 400. The text alignment system 400 
receives a text 402 to be synthesiZed into speech. For 
example, the text alignment system can receive the text 402 
including “Get thee to a nunnery.” 
The text alignment system 400 includes a text analyZer 404 

that analyZes the text 402 to determine one or more attributes 
of the text 402. For example, the text analyZer 404 can use a 
lexical dictionary 406 to determine a parts-of-speech 
sequence (e.g., transitive verb, pronoun, preposition, inde? 
nite article, and noun), an exact lexical stress pattern (e. g., “1 
1 0 0 1 0 0”), a canonical lexical stress pattern (e.g., “3 1 0”), 
phone or phoneme representations of the text 402, or func 
tion-context Words in the text 402. 
The text analyZer 404 provides the attributes of the text 402 

to a contour selector 408. The contour selector 408 includes a 
candidate identi?er 410 that uses the attributes of the text 402 
to send a request 412 for candidate contours having attributes 
that match the attribute of the text 402. For example, the 
candidate identi?er 410 can query a database, such as the 
database 106, using the canonical lexical stress pattern of the 
text 402 (e.g., three total stressed elements, a ?rst stressed 
element, and a last unstressed element). 
The contour selector 408 receives one or more candidate 

contours 414, as Well as one or more attributes 416 of tran 

scripts corresponding to the candidate contours 414, and at 
least one model 418 associated With the candidate contours 
414. For example, the attributes 416 may include the exact 
lexical stress patterns of the transcripts associated With the 
candidate contours 414. The contour selector 408 includes a 
candidate selector 420 that selects one of the candidate con 
tours 414 that has a smallest estimated contour difference 
With the text 402. 

The candidate selector 420 calculates a difference betWeen 
an attribute of the text 402 and each of the attributes 416 from 
the transcripts of the candidate contours 414. The type of 
attribute being compared can be the same attribute used to 
identify the candidate contours 414, another attribute, or a 
combination of attributes that may include the attribute used 
to identify the candidate contours 414. In some implementa 
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tions, the attribute difference is an edit distance (e.g., the 
number of individual substitutions, insertions, or deletions 
needed to make the compared attributes match). 

For example, the candidate selector 420 can determine that 
the edit distance betWeen the exact lexical stress pattern of the 
text 402 (e.g., “l l 0 0 l 0 0”) and the exact lexical stress 
pattern of the ?rst transcript (e.g., “l l 0 l 0”) is tWo (e.g., 
either insertion or removal of tWo unstressed elements). The 
candidate selector 420 can determine that the edit distance 
betWeen the exact lexical stress pattern of the text 402 (e. g., “l 
l 0 0 l 0 0”) and the exact lexical stress pattern of the second 
transcript (e.g., “l l l 0”) is three (e.g., either insertion or 
removal of three unstressed elements). 

In some implementations, the candidate selector 420 can 
compare a type of attribute other than lexical stress to deter 
mine the edit distance. For example, the candidate selector 
420 can determine an edit distance betWeen the parts-of 
speech sequences for the text 402 and the transcripts associ 
ated With the candidate contours. 

In some implementations, insertions or deletions of 
unstressed regions are not alloWed at the beginning or the end 
of the transcripts. In some implementations, the beginning 
and end of a unit of text, such as a phrase, sentence, paragraph, 
or other typically bounded grouping of Words in speech can 
have important contour features at the beginning and/or end. 
In some implementations, preventing addition or removal of 
unstressed regions at the beginning and/ or end preserves the 
important contour information at the beginning and/ or end. In 
some implementations, the inclusion of the ?rst stress and last 
stress in the canonical lexical stress pattern provides this 
protection of the beginning and/ or end of a contour associated 
With a transcript. 

The candidate selector 420 passes the calculated attributes 
edit distances into the model 418 to determine an estimated 
RMSD betWeen a proposed contour of the text 402 and each 
of the candidate contours 414. The candidate selector 420 
selects the candidate contour that has the smallest RMSD 
With the contour of the text 402. The candidate selector 420 
provides the selected candidate contour to a contour aligner 
422. 

The contour aligner 422 aligns the selected contour to the 
text 402. For example, Where a canonical lexical stress pattern 
is used to identify the candidate contours 414, the selected 
one of the candidate contours 414 may have an associated 
exact lexical stress pattern that is different than the exact 
lexical stress pattern of the text 402. The contour aligner 422 
can expand or contract unstressed one or more regions in the 
selected contour to align the contour to the text 402. For 
example, if the ?rst transcript having the exact lexical stress 
pattern “1 l 0 l 0” is the selected candidate contour, then the 
contour aligner 422 expands both of the unstressed elements 
into double unstressed elements to match the exact lexical 
stress pattern “1 l 0 0 l 0 0” of the text 402. Alternatively, if 
the second transcript having the exact lexical stress pattern “1 
l l 0” is the selected candidate contour, then the contour 
aligner 422 inserts tWo unstressed elements betWeen the sec 
ond and third stressed elements and also expands the last 
unstressed element into tWo unstressed elements to match the 
exact lexical stress pattern “1 l 0 0 l 0 0” of the text 402. 

In some implementations, the contour aligner 422 also 
de-normaliZes the selected candidate contour. For example, 
the contour aligner 422 can reverse the Z-score value normal 
iZation by multiplying the contour values by a standard devia 
tion of the frequency and adding a mean of the frequency for 
a particular voice. In another example, the contour aligner 
422 can de-normaliZe the time length of the selected candi 
date contour. The contour aligner 422 can proportionately 
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12 
expand or contract each time interval in the selected candidate 
contour to arrive at an expected time length for the contour as 
a Whole. The contour aligner 422 outputs an aligned contour 
424 and the text 402 for use in speech synthesis, such as at the 
speech synthesis system 102. 

FIG. 5A is an example of a pair of contour graphs 500 
before and after expanding an unstressed region 502. The 
unstressed region 502 is expanded from one unstressed ele 
ment to tWo unstressed elements, for example, to match the 
exact lexical stress pattern of a text to be synthesiZed. In this 
example, the overall time length of the contour remains the 
same after the expansion of the unstressed region 502. In 
some implementations, an unstressed element added by an 
expansion has a predetermined time length. In some imple 
mentations, the other elements in the contour (stressed or 
unstressed) are accordingly and proportionately contracted to 
maintain the same overall time length after the expansion. 

FIG. 5B is an example of a pair of contour graphs 530 
before and after inserting an unstressed region 532 betWeen a 
pair of stressed elements 534. In some implementations, the 
unstressed region 532 has a constant frequency, such as the 
frequency at Which the pair of stressed elements 534 Were 
divided. Alternatively, the values in the unstressed region 532 
can be smoothed to prevent discontinuities at the junctions 
With the pair of stressed elements 534. Again, the overall time 
length of the contour remains the same after the insertion of 
the unstressed region 532. In some implementations, an 
unstressed element added by an insertion has a predetermined 
time length. In some implementations, the other elements in 
the contour (stressed or unstressed) are accordingly and pro 
portionately contracted to maintain the same overall time 
length after the expansion. 

FIG. 5C is an example of a pair of contour graphs 560 
before and after removing an unstressed region 562 betWeen 
a pair of stressed regions 564. In some implementations, the 
values in the pair of stressed regions 564 can be smoothed to 
prevent discontinuities at the junction With one another. 
Again, the overall time length of the contour remains the same 
after the removal of the unstressed region. In some implemen 
tations, the other elements in the contour (stressed or 
unstressed) are accordingly and proportionately expanded to 
maintain the same overall time length after the removal. 
The folloWing ?oW charts shoW examples of processes that 

may be performed, for example, by a system such as the 
system 100, the model generator system 200, and/or the text 
alignment system 400. For clarity of presentation, the 
description that folloWs uses the system 100, the model gen 
erator system 200, and the text alignment system 400 as the 
basis of examples for describing these processes. HoWever, 
another system, or combination of systems, may be used to 
perform the processes. 

FIG. 6 is a How chart shoWing an example of a process 600 
for generating models. The process 600 begins With receiving 
(602) multiple speech utterances and corresponding tran 
scripts of the speech utterances. For example, the model 
generator system 200 can receive the audio data 204 and the 
transcripts 206 through the interface 202. In some implemen 
tations, the audio data 204 and the transcripts 206 include 
transcribed audio such as television broadcast neWs, audio 
books, and closed captioning for movies to name a feW. In 
some implementations, the amount of transcribed audio pro 
cessed by the model generator system 200 or distributed over 
multiple model generation systems can be very large, such as 
hundreds of thousands or millions of corresponding contours. 

The process 600 extracts (604) one or more contours from 
each of the speech utterances, each of the contours including 
one or more time and value pairs. For example, the contour 
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extractor 218 can extract time-value pairs for fundamental 
frequency at various times in each of the speech utterances to 
generate a contour for each of the speech utterances. 

The process 600 modi?es (606) the extracted contours. For 
example, the contour extractor 218 can normalize the time 
length of each contour and/or normaliZe the frequency values 
for each contour. In some implementations, normalizing the 
contours alloWs the contours to be compared and aligned 
more easily. 

The process 600 stores (608) the modi?ed contours. For 
example, the model generator system 200 can output the 
contours 220 and store them in a storage device, such as the 
database 106. 

The process 600 calculates (610) one or more distances 
betWeen the stored contours. For example, the contour com 
parer 222 can determine a RMSD betWeen pairs of the con 
tours 220. In some implementations, the contour comparer 
222 compares all possible pairs of the contours 220. In some 
implementations, the contour comparer 222 compares a ran 
dom sampling of pairs from the contours 220. In some imple 
mentations, the contour comparer 222 compares pairs of the 
contours 220 that have a matching attribute value, such as a 
matching canonical lexical stress pattern. 

The process 600 analyZes (612) the transcripts to deter 
mine one or more attributes of the transcripts. For example, 
the transcript analyZer 208 can use the lexical dictionary 210 
to analyZe the transcripts 206 and determine parts-of-speech 
sequences, exact lexical stress patterns, canonical lexical 
stress patterns, phones, and/or phonemes. 
The process 600 stores (614) at least one of the attributes 

for each of the transcripts. For example, the model generator 
system 200 can output the attributes 212 and store them in a 
storage device, such as the database 106. 
The process 600 calculates (616) one or more distances 

betWeen the attributes. For example, the attribute comparer 
214 can calculate a difference or edit distance betWeen one or 

more attributes for a pair of the transcripts 206. In some 
implementations, the attribute comparer 214 compares all 
possible pairs of the transcripts 206. In some implementa 
tions, the attribute comparer 214 compares a random sam 
pling of pairs from the transcripts 206. In some implementa 
tions, the attribute comparer 214 compares pairs of the 
transcripts 206 that have a matching attribute value, such as a 
matching canonical lexical stress pattern. 

The process 600 creates (618) a model, using the distances 
betWeen the contours and the distances betWeen the tran 
scripts, that estimates a distance betWeen contours of an utter 
ance pair based on a distance betWeen attributes of the utter 
ance pair. For example, the model generator 216 can perform 
a multiple linear regression on the RMSD values and the 
attribute edit distances for a set of utterance pairs (e.g., all 
utterance pairs With transcripts having a particular canonical 
lexical stress pattern). 

The process 600 stores (620) the model. For example, the 
model generator system 200 can output the models 224 and 
store them in a storage device, such as the database 106. 

If more speech and corresponding transcripts exist (622), 
the process 600 performs operations 604 through 620 again. 
For example, the model generator system 200 can repeat the 
model generation process for each attribute value used to 
group the pairs of utterances. In one example, the model 
generator system 200 identi?es each of the different canoni 
cal lexical stress patterns that exist in the utterances. Further, 
the model generator system 200 repeats the model generation 
process for each set of utterance pairs having a particular 
canonical lexical stress pattern. A ?rst model may represent 
pairs of utterances having a canonical lexical stress pattern of 
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“3 1 0,” While a second model may represent pairs of utter 
ances having a canonical lexical stress pattern of “4 0 0.” 

FIG. 7 is a How chart shoWing an example of a process 700 
for selecting and aligning a contour. The process 700 begins 
With receiving (702) text to be synthesiZed as speech. For 
example, the text alignment system 400 receives the text 402, 
for example, from a user or an application seeking speech 
synthesis. 
The process 700 analyZes (704) the received text to deter 

mine one or more attributes of the received text. For example, 
the text analyZer 404 analyZes the text 402 to determine one or 
more lexical attributes of the text 402, such as a parts-of 
speech sequence, an exact lexical stress pattern, a canonical 
lexical stress pattern, phones, and/ or phonemes. 
The process 700 identi?es (706) one or more candidate 

utterances from a database of stored utterances based on the 
determined attributes of the received text and one or more 

corresponding attributes of the stored utterances. For 
example, the candidate identi?er 410 uses at least one of the 
attributes of the text 402 to identify the candidate contours 
414. The candidate identi?er 410 also identi?es the model 
418 associated With the candidate contours 414. In some 
implementations, the candidate identi?er 410 uses the 
attribute of the text 402 as a key value to query the corre 
sponding attributes of the contours in the database. For 
example, the candidate identi?er 410 can perform a query for 
contours having a canonical lexical stress pattern of “3 1 0.” 
The process 700 selects (708) at least one of the identi?ed 

candidate utterances using a distance estimate based on 
stored distance information in the database for the stored 
utterances. For example, the candidate selector 420 can use 
the model 418 to determine an estimated distance betWeen a 
hypothetical contour of the text 402 and the candidate con 
tours 414. The candidate selector 420 provides as input to the 
model 418, at least one lexical attribute edit distance betWeen 
the text 402 and each of the candidate contours 414. The 
candidate selector 420 selects a ?nal contour from the candi 
date contours 414 that has the smallest estimated contour 
distance aWay from the text 402. 

In some implementations, the candidate selector 420 
selects multiple ?nal contours. For example, the candidate 
selector 420 can select multiple ?nal contours and then aver 
age the multiple contours to determine a single ?nal contour. 
The candidate selector 420 can select a predetermined num 
ber of ?nal contours and/or ?nal contour that meet a prede 
termined proximity threshold of estimated distance from the 
text 402. 
The process 700 aligns (710) a contour of the selected 

candidate utterance With the received text. For example, the 
contour aligner 422 aligns the ?nal contour onto the text 402. 
In some implementations, aligning can include modify an 
exiting unstressed region by expanding or contracting the 
number of unstressed elements in the unstressed region, 
inserting an unstressed region With at least one unstressed 
element, or removing an unstressed region completely. In 
some implementations, insertions and removals do not occur 
at the beginning and/ or end of a contour. In some implemen 
tations, each contour represents a self-contained linguistic 
unit, such as a phrase or sentence. In some implementations, 
each element at Which a modi?cation, insertion, or removal 
occurs represents a subpart of the contour, such as a Word, 
syllable, phoneme, phone, or individual character. 
The process 700 outputs (712) the received text With the 

aligned contour to a text-to-speech engine. For example, the 
text alignment system 400 can output the text and the aligned 
contour 424 to a TTS engine, such as the TTS 134. 
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FIG. 8 is a schematic diagram of a computing system 800. 
The computing system 800 can be used for the operations 
described in association With any of the computer-implement 
methods and systems described previously, according to one 
implementation. The computing system 800 includes a pro 
cessor 810, a memory 820, a storage device 830, and an 
input/output device 840. Each of the processor 810, the 
memory 820, the storage device 830, and the input/output 
device 840 are interconnected using a system bus 850. The 
processor 810 is capable of processing instructions for execu 
tion Within the computing system 800. In one implementa 
tion, the processor 810 is a single-threaded processor. In 
another implementation, the processor 810 is a multi 
threaded processor. The processor 810 is capable of process 
ing instructions stored in the memory 820 or on the storage 
device 830 to display graphical information for a user inter 
face on the input/ output device 840. 

The memory 820 stores information Within the computing 
system 800. In one implementation, the memory 820 is a 
computer-readable medium. In one implementation, the 
memory 820 is a volatile memory unit. In another implemen 
tation, the memory 820 is a non-volatile memory unit. 

The storage device 830 is capable of providing mass stor 
age for the computing system 800. In one implementation, the 
storage device 830 is a computer-readable medium. In vari 
ous different implementations, the storage device 830 may be 
a ?oppy disk device, a hard disk device, an optical disk 
device, or a tape device. 

The input/output device 840 provides input/output opera 
tions for the computing system 800. In one implementation, 
the input/ output device 840 includes a keyboard and/or point 
ing device. In another implementation, the input/ output 
device 840 includes a display unit for displaying graphical 
user interfaces. 

The features described can be implemented in digital elec 
tronic circuitry, or in computer hardWare, ?rmware, softWare, 
or in combinations of them. The apparatus can be imple 
mented in a computer program product tangibly embodied in 
an information carrier, e.g., in a machine-readable storage 
device or in a propagated signal, for execution by a program 
mable processor; and method steps can be performed by a 
programmable processor executing a program of instructions 
to perform functions of the described implementations by 
operating on input data and generating output. The described 
features can be implemented advantageously in one or more 
computer programs that are executable on a programmable 
system including at least one programmable processor 
coupled to receive data and instructions from, and to transmit 
data and instructions to, a data storage system, at least one 
input device, and at least one output device. A computer 
program is a set of instructions that can be used, directly or 
indirectly, in a computer to perform a certain activity or bring 
about a certain result. A computer program can be Written in 
any form of programming language, including compiled or 
interpreted languages, and it can be deployed in any form, 
including as a stand-alone program or as a module, compo 
nent, subroutine, or other unit suitable for use in a computing 
environment. 

Suitable processors for the execution of a program of 
instructions include, by Way of example, both general and 
special purpose microprocessors, and the sole processor or 
one of multiple processors of any kind of computer. Gener 
ally, a processor Will receive instructions and data from a 
read-only memory or a random access memory or both. The 
essential elements of a computer are a processor for executing 
instructions and one or more memories for storing instruc 
tions and data. Generally, a computer Will also include, or be 
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operatively coupled to communicate With, one or more mass 
storage devices for storing data ?les; such devices include 
magnetic disks, such as internal hard disks and removable 
disks; magneto-optical disks; and optical disks. Storage 
devices suitable for tangibly embodying computer program 
instructions and data include all forms of non-volatile 
memory, including by Way of example semiconductor 
memory devices, such as EPROM, EEPROM, and ?ash 
memory devices; magnetic disks such as internal hard disks 
and removable disks; magneto-optical disks; and CD-ROM 
and DVD-ROM disks. The processor and the memory can be 
supplemented by, or incorporated in, ASICs (application 
speci?c integrated circuits). 
To provide for interaction With a user, the features can be 

implemented on a computer having a display device such as a 
CRT (cathode ray tube) or LCD (liquid crystal display) moni 
tor for displaying information to the user and a keyboard and 
a pointing device such as a mouse or a trackball by Which the 
user can provide input to the computer. 
The features can be implemented in a computer system that 

includes a back-end component, such as a data server, or that 
includes a middleWare component, such as an application 
server or an Internet server, or that includes a front-end com 

ponent, such as a client computer having a graphical user 
interface or an Internet broWser, or any combination of them. 
The components of the system can be connected by any form 
or medium of digital data communication such as a commu 
nication netWork. Examples of communication netWorks 
include, e. g., a LAN, a WAN, and the computers and netWorks 
forming the Internet. 
The computer system can include clients and servers. A 

client and server are generally remote from each other and 
typically interact through a netWork, such as the described 
one. The relationship of client and server arises by virtue of 
computer programs running on the respective computers and 
having a client-server relationship to each other. 

Although a feW implementations have been described in 
detail above, other modi?cations are possible. For example, 
While described above as separate o?line and runtime pro 
cesses, one or more of the models 110 can be calculated 
during or after receiving the text 122. The particular models to 
be created after receiving the text 122 can be determined, for 
example, by the stress pattern of the text 122 (e.g., exact or 
canonical). 

In addition, the logic ?oWs depicted in the ?gures do not 
require the particular order shoWn, or sequential order, to 
achieve desirable results. In addition, other steps may be 
provided, or steps may be eliminated, from the described 
?oWs, and other components may be added to, or removed 
from, the described systems. Accordingly, other implemen 
tations are Within the scope of the folloWing claims. 

What is claimed is: 
1. A method implemented by a system of one or more 

computers, comprising: 
receiving, at the system, text to be synthesiZed as a spoken 

utterance; 
analyZing, by the system, the received text to determine 

attributes of the received text; 
selecting, by the system, one or more candidate utterances 

from a database of stored utterances based on a compari 
son betWeen the determined attributes of the received 
text and corresponding attributes of text representing the 
stored utterances; 

determining, by the system for each candidate utterance, a 
distance betWeen a prosodic contour of the candidate 
utterance and a hypothetical prosodic contour of the 
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spoken utterance to be synthesized, the determination 
based on a model that relates 

a) distances betWeen prosodic contours of pairs of the 
stored utterances to 

b) relationships betWeen attributes of text of each of the 
respective pairs, 

Wherein the model is embodied by information including, for 
each of the stored utterances: 

a prosodic contour of the respective stored utterance, 
one or more attributes of text of the respective stored utter 

ance, and 
?rst data relating 

a difference betWeen the prosodic contour of the respec 
tive stored utterance to the prosodic contour of a sec 
ond stored utterance to 

a difference betWeen a ?rst attribute of the text of the 
respective stored utterance and the ?rst attribute of the 
text of the second stored utterance, 

second data relating 
a difference betWeen the prosodic contour of the respec 

tive stored utterance to the prosodic contour of a third 
stored utterance to 

a difference betWeen the ?rst attribute of the text of the 
respective stored utterance and the ?rst attribute of the 
text of the third stored utterance, 

Wherein the second stored utterance and the third stored utter 
ance are in the stored utterances, and 
Wherein prosodic contours represent prosodic characteristics 
of speech at different times; 

selecting, by the system, a ?nal candidate utterance having 
a prosodic contour With a closest distance to the hypo 
thetical prosodic contour; and 

generating, by the system, a prosodic contour for the text to 
be synthesiZed based on the contour of the ?nal candi 
date utterance. 

2. The method of claim 1, Wherein the relationships 
betWeen attributes of text for the pairs include an edit distance 
betWeen each of the pairs. 

3. The method of claim 1, further comprising selecting, by 
the system, a plurality of ?nal candidate utterances having 
distances that satisfy a threshold and generating the prosodic 
contour for the text to be synthesiZed based on a combination 
of the prosodic contours of the plurality of ?nal candidate 
utterances. 

4. The method of claim 1, further comprising selecting, by 
the system, k ?nal candidate utterances having the closest 
distances and generating the prosodic contour for the text to 
be synthesiZed based on a combination of the prosodic con 
tours of the k ?nal candidate utterances, Wherein k represents 
a positive integer. 

5. The method of claim 4, Wherein the k ?nal candidate 
utterances are combined by averaging the prosodic contours 
of the k ?nal candidate utterances. 

6. The method of claim 4, further comprising rescaling and 
Warping, by the system, the prosodic contour generated from 
the combination to match the received text to be synthesiZed 
as the spoken utterance. 

7. The method of claim 1, Wherein the determined 
attributes of the received text include an aggregate attribute. 

8. The method of claim 7, Wherein the aggregate attribute 
includes a number of stressed syllables in the received text. 

9. The method of claim 1, further comprising aligning, by 
the system, the generated prosodic contour With the received 
text to be synthesiZed. 
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10. The method of claim 9, further comprising outputting, 

from the system, the received text to be synthesiZed With the 
aligned generated prosodic contour to a text-to-speech engine 
for speech synthesis. 

11. The method of claim 9, Wherein aligning the generated 
prosodic contour includes rescaling an unstressed portion of 
the generated prosodic contour to a longer or a shorter length. 

12. The method of claim 9, Wherein aligning the generated 
prosodic contour includes removing an unstressed portion 
from the generated prosodic contour. 

13. The method of claim 9, Wherein aligning the generated 
prosodic contour includes adding an unstressed portion to the 
generated prosodic contour. 

14. The method of claim 1, Wherein the determined 
attributes of the received text include an indication of Whether 
or not the received text begins With a stressed portion. 

15. The method of claim 1, Wherein the determined 
attributes of the received text include an indication of Whether 
or not the received text ends With a stressed portion. 

16. The method of claim 1, Wherein selecting the one or 
more candidate utterances includes selecting utterances from 
the database that have lexical stress patterns that substantially 
match lexical stress patterns of the received text. 

17. The method of claim 16, Wherein the lexical stress 
patterns comprise exact lexical stress patterns or canonical 
lexical stress patterns. 

18. The method of claim 1, Wherein the model embodies 
relationships of 

a) root mean square differences betWeen prosodic contours 
of pairs of the stored utterances to 

b) the relationships betWeen the attributes of text for the 
respective pairs. 

19. The method of claim 1, Wherein the model embodies 
relationships of 

a) root mean square differences betWeen pitch values of 
prosodic contours of pairs of the stored utterances to 

b) the relationships betWeen the attributes of text for the 
respective pairs. 

20. The method of claim 1, Wherein the model embodies 
relationships betWeen all prosodic contours in the database of 
stored utterances and the relationships betWeen the attributes 
of text of the respective pairs. 

21. The method of claim 1, Wherein the model embodies 
relationships betWeen a random sample of prosodic contours 
in the database of stored utterances and the relationships 
betWeen the attributes of text of the respective pairs in the 
random sample. 

22. The method of claim 1, Wherein the model embodies 
relationships betWeen a sample of the most frequently used 
prosodic contours in the database of stored utterances and the 
relationships betWeen the attributes of text of the respective 
pairs in the sample. 

23. A computer-implemented system comprising: 
one or more computers having: 

an interface to receive text to be synthesiZed as a spoken 

utterance; 
a text analyZer to analyZe the received text to determine 

attributes of the received text; 
a candidate identi?er to select one or more candidate 

utterances from a database of stored utterances based 
on a comparison betWeen the determined attributes of 
the received text and corresponding attributes of text 
representing the stored utterances; 

means for determining a distance betWeen a prosodic 
contour of a candidate utterance and a hypothetical 



US 8,321,225 B1 
19 

prosodic contour of the spoken utterance to be syn 
thesiZed, the determination based on a model that 
relates 
a) distances betWeen prosodic contours of pairs of the 

stored utterances to 

b) distances betWeen attributes of text of each of the 
respective pairs and for selecting a ?nal candidate 
utterance having a prosodic contour With a closest 
distance to the hypothetical prosodic contour, 
Wherein prosodic contours represent prosodic char 
acteristics of speech at different times; and 

a prosodic contour aligner to generate a prosodic con 
tour for the text to be synthesiZed based on the pro 
sodic contour of the ?nal candidate utterance; 

Wherein the system further comprises a memory for storing 
data for access by the means for determining the dis 
tance, the memory comprising information embodying 
the model used by the means for determining the dis 
tance, the information including, for each of the stored 
utterances: 

a prosodic contour of the respective stored utterance, 
one or more attributes of text of the respective stored 

utterance, and 
?rst data relating 

a difference betWeen the prosodic contour of the 
respective stored utterance to the prosodic contour 
of a second stored utterance to 

a difference betWeen a ?rst attribute of the text of the 
respective stored utterance and the ?rst attribute of 
the text of the second stored utterance, and 

second data relating 
a difference betWeen the prosodic contour of the 

respective stored utterance to the prosodic contour 
of a third stored utterance to 

a difference betWeen the ?rst attribute of the text of the 
respective stored utterance and the ?rst attribute of 
the text of the third stored utterance, 

Wherein the second stored utterance and the third stored 
utterance are in the stored utterances. 

24. The system of claim 23, Wherein the system is pro 
grammed to select a plurality of ?nal candidate utterances 
that have distances that satisfy a threshold and to generate the 
prosodic contour for the text to be synthesiZed based on a 
combination of the prosodic contours of the plurality of ?nal 
candidate utterances. 

25. The system of claim 23, Wherein the system is pro 
grammed to select k ?nal candidate utterances that have the 
closest distances and to generate the prosodic contour for the 
text to be synthesiZed based on a combination of the prosodic 
contours of the k ?nal candidate utterances, Wherein k repre 
sents a positive integer. 

26. The system of claim 23, Wherein the system is further 
programmed to align the generated prosodic contour With the 
received text to be synthesiZed. 

27. The system of claim 26, Wherein aligning the generated 
prosodic contour includes rescaling an unstressed portion of 
the generated prosodic contour to a longer or a shorter length. 

28. The system of claim 23, Wherein selecting the one or 
more candidate utterances includes selecting utterances from 
the database that have lexical stress patterns that substantially 
match lexical stress patterns of the received text. 

29. A computer-implemented system comprising: 
a computer interface arranged to receive text to be synthe 

siZed as a spoken utterance; 
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a text analyZer to analyZe the received text to determine 

attributes of the received text; 
a candidate identi?er to select one or more candidate utter 

ances from a database of stored utterances based on a 
comparison betWeen the determined attributes of the 
received text and corresponding attributes of text repre 
senting the stored utterances; 

a candidate selector to determine distances betWeen 
respective prosodic contours of a candidate utterance 
and the spoken utterance using a model that relates 
a) distances betWeen respective prosodic contours of 

pairs of the stored utterances to 
b) distances betWeen attributes of text of each of the 

respective pairs, and to select a ?nal candidate utter 
ance based on the determined distances; and 

a memory for storing data for access by the candidate 
selector, the memory comprising information embody 
ing the model used by the candidate selector, the infor 
mation including, for each of the stored utterances: 
a prosodic contour of the respective stored utterance, 
one or more attributes of text of the respective stored 

utterance, and 
?rst data relating 

a difference betWeen the prosodic contour of the 
respective stored utterance to the prosodic contour 
of a second stored utterance to 

a difference betWeen a ?rst attribute of the text of the 
respective stored utterance and the ?rst attribute of 
the text of the second stored utterance, 

second data relating 
a difference betWeen the prosodic contour of the 

respective stored utterance to the prosodic contour 
of a third stored utterance to 

a difference betWeen the ?rst attribute of the text of the 
respective stored utterance and the ?rst attribute of 
the text of the third stored utterance, 

Wherein the second stored utterance and the third stored 
utterance are in the stored utterances, 

Wherein prosodic contours represent prosodic characteris 
tics of speech at different times. 

30. The system of claim 29, further comprising a prosodic 
contour aligner to generate a prosodic contour for the text to 
be synthesiZed based on the prosodic contour of the ?nal 
candidate utterance. 

31. The system of claim 30, Wherein aligning the generated 
prosodic contour includes rescaling an unstressed portion of 
the generated prosodic contour to a longer or a shorter length. 

32. The system of claim 29, Wherein the candidate selector 
is programmed to (a) select a plurality of ?nal candidate 
utterances that have distances that satisfy a threshold, and (b) 
generate the prosodic contour for the text to be synthesiZed 
based on a combination of the prosodic contours of the plu 
rality of ?nal candidate utterances. 

33. The system of claim 29, Wherein the candidate selector 
is programmed to select k ?nal candidate utterances that have 
the closest distances and to generate the prosodic contour for 
the text to be synthesiZed based on a combination of the 
prosodic contours of the k ?nal candidate utterances, Wherein 
k represents a positive integer. 

34. The system of claim 29, Wherein selecting the one or 
more candidate utterances includes selecting utterances from 
the database that have lexical stress patterns that substantially 
match lexical stress patterns of the received text. 

* * * * * 


